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#### Abstract

We design the first subexponential-time (parameterized) algorithms for several cut and cycle-hitting problems on $H$-minor free graphs. In particular, we obtain the following results (where $k$ is the solutionsize parameter). - $2^{O(\sqrt{k} \log k)} \cdot n^{O(1)}$ time algorithms for Edge Bipartization and Odd Cycle Transversal; - a $2^{O\left(\sqrt{k} \log ^{4} k\right)} \cdot n^{O(1)}$ time algorithm for EdGE MULTIWAY CUT and a $2^{O(r \sqrt{k} \log k)} \cdot n^{O(1)}$ time algorithm for Vertex Multiway Cut (with undeletable terminals), where $r$ is the number of terminals to be separated; - a $2^{O\left((r+\sqrt{k}) \log ^{4}(r k)\right)} \cdot n^{O(1)}$ time algorithm for EdGE MUlticut and a $2^{O((\sqrt{r k}+r) \log (r k))} \cdot n^{O(1)}$ time algorithm for Vertex Multicut (with undeletable terminals), where $r$ is the number of terminal pairs to be separated; - a $2^{O\left(\sqrt{k} \log g \log ^{4} k\right)} \cdot n^{O(1)}$ time algorithm for Group Feedback Edge Set and a $2^{O(g \sqrt{k} \log (g k))}$. $n^{O(1)}$ time algorithm for Group Feedback Vertex Set, where $g$ is the size of the group. - In addition, our approach also gives $n^{O(\sqrt{k})}$ time algorithms for all above problems with the exception of $n^{O(r+\sqrt{k})}$ time for Edge/Vertex Multicut and $(n g)^{O(\sqrt{k})}$ time for Group Feedback Edge/Vertex Set. All of our FPT algorithms (the first four items above) are randomized, as they use known randomized kernelization algorithms as sub-routines.

We obtain our results by giving a new decomposition theorem on graphs of bounded genus, or more generally, an $h$-almost-embeddable graph for an arbitrary but fixed constant $h$. Our new decomposition theorem generalizes known Contraction Decomposition Theorem. Prior studies on this topic exhibited that the classes of planar graphs [Klein, SICOMP, 2008], graphs of bounded genus [Demaine, Hajiaghayi and Mohar, Combinatorica 2010] and $H$-minor free graphs [Demaine, Hajiaghayi and Kawarabayashi, STOC 2011] admit a Contraction Decomposition Theorem. In particular we show the following. Let $G$ be a graph of bounded genus, or more generally, an $h$-almost-embeddable graph for an arbitrary but fixed constant $h$. Then for every $p \in \mathbb{N}$, there exist disjoint sets $Z_{1}, \ldots, Z_{p} \subseteq V(G)$ such that for every $i \in\{1, \ldots, p\}$ and every $Z^{\prime} \subseteq Z_{i}$, the treewidth of $G /\left(Z_{i} \backslash Z^{\prime}\right)$ is upper bounded by $O\left(p+\left|Z^{\prime}\right|\right)$, where the constant hidden in $O(\cdot)$ depends on $h$. Here $G /\left(Z_{i} \backslash Z^{\prime}\right)$ denotes the graph obtained from $G$ by contracting every edge with both endpoints in $Z_{i} \backslash Z^{\prime}$. When $Z^{\prime}=\emptyset$, this corresponds to classical Contraction Decomposition Theorem.
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## 1 Introduction

The study of subexponential time parameterized algorithms on planar and $H$-minor free graphs has been one of the most active sub-areas of parameterized algorithms, which led to exciting results and powerful methods. Examples include Bidimensionality [16], applications of Baker's layering technique [28, 23, 60, 4], bounds on the treewidth of the solution [27, 41, 40, 52], and pattern coverage [28, 54]. The central theme of all these results is that planar graphs exhibit the "square root phenomenon": parameterized problems whose fastest parameterized algorithm run in time $f(k) n^{O(k)}$ or $2^{O(k)}$ on general graphs admit $f(k) n^{O(\sqrt{k})}$ or even $2^{O(\sqrt{k})} n^{O(1)}$ time algorithms when input is restricted to planar or $H$-minor free graphs.

Another central research direction within parameterized algorithms is the study of cut and cycle hitting problems such as Multiway Cut, Multicut, Odd Cycle Transversal and Directed Feebdack VERTEX SET. The existence of $f(k) n^{O(1)}$ time algorithms for these problems were considered major open problems [24], and the algorithms developed for these problems [3,5,53, 48, 57] and their generalizations $[6,8,7,12,13,30,42,37,45,46,51,61]$ have become standard textbook material [11]. Our paper is concerned with the following question:

Does the square root phenomenon apply to cut and cycle hitting problems?
Despite substantial previous progress this question still remains largely unresolved. In fact, for most of these problems even an algorithm with running time $n^{O(\sqrt{k})}$ is not known, when input is restricted to planar or $H$-minor free graphs. Here $k$ is solution size. In this paper, we make substantial progress on this question.

### 1.1 Previous work on cut and cycle hitting problems on planar graphs

In most cut problems, we have an input graph $G$, a set of terminals $T \subseteq V(G)$, a set $R$ of unordered pairs of vertices in $T$, called terminal pairs, and a positive integer $k$, and the objective is to test whether we can delete at most $k$ edges (or vertices), say $S$, so that "certain demands on terminal pairs in $R$ are met". When we demand that for every terminal pair $\left(t_{1}, t_{2}\right) \in R$, the vertices $t_{1}$ and $t_{2}$ lie in different connected components of $G-S$, this corresponds to Edge Multicut. When the set $R$ of pairs of terminals comprises all the pairs of vertices in the set $T$ of terminals, it corresponds to Edge Multiway Cut (also known as Multiterminal Cut). Thus, naturally cut problems have three parameters: (a) size of the set of terminal ( $r$ ) (or the the number of request pairs); (b) the solution size $k$; and (c) the combined parameter $r+k$.

Dahlhaus et al. [14] initiated an algorithmic study of Edge Multiway Cut, and showed that the problem is NP-complete on general graphs when $|T| \geq 3$, and on planar graphs when $|T|$ is part of the input. They complemented the result on planar graphs by designing an algorithm with running time $O\left((4 r)^{r} n^{2 r-1} \log n\right)$. Klein and Marx, revisited this problem in 2012, and designed an algorithm with running time $2^{O(r)} n^{O(\sqrt{r})}$ [40]. Marx [49] also showed that, this algorithm is essentially tight. That, is they showed that the problem is W[1]-hard. In fact, Marx [49] showed that unless Exponential Time Hypothesis (ETH) is false, there is no algorithm solving the problem in time $f(r) n^{O(\sqrt{r})}$, for some function $f$ depending on $r$ alone. de Verdière [15] generlized this result to Edge Multicut and to graphs of genus $g$. In particular, he designed an algorithm with running time $(g+r)^{O(g+r)} n^{O\left(\sqrt{g^{2}+g r}\right)}$ [15]; which is shown to be optimal in [10]. Finally, Cohen-Addad et al. [9] designed ( $1+\epsilon$ )-approximation algorithm for Edge MULTICUT running in time $(g+r)^{O\left((g+r)^{3}\right)}\left(\frac{1}{\epsilon}\right)^{O(\sqrt{g+r})} n \log n$. In the last two results $r=|R|$.

While, Edge Multiway Cut and Edge Multicut, parameterized by $|T|$ and $|R|$, on planar graphs and graphs of bounded genus have been studied in literature, there is only one such result with respect to solution size $k$, as a parameter. In a seminal result Pilipczuk et al. [56] designed a polynomial kernel for Steiner Tree on graphs of bounded genus and utilized it together with a known algorithm to design
$2^{O(\sqrt{k \log k})} n^{O(1)}$ time algorithm for STEINER TREE on graphs of bounded genus. Using a duality between Steiner Tree and Edge Multiway Cut on planar graphs, Pilipczuk et al. [56] also designed a polynomial kernel for Edge Multiway Cut on planar graphs. Using this kernel they designed $2^{O(\sqrt{k} \log k)} n^{O(1)}$ time algorithm for Edge Multiway Cut on planar graphs.

A subexponential time algorithm for Feedback Vertex Set (deleting vertices to hit all cycles) on $H$-minor free graphs follows from the the theory of Bidimensionality [16]. However, if we are only interested in hitting odd cycles (Odd Cycle Transversal), theory of Bidimensionality [16] does not apply. Lokshtanov et al. [47] gave the first $2^{O(\sqrt{k} \log k)} n^{O(1)}$ time randomized algorithm for OdD CyCLE Transversal on planar graphs. Later, Jansen et al. [35] designed deterministic polynomial kernels for Odd Cycle Transversal and Vertex Multiway Cut. Using this kernel the algorithm of Lokshtanov et al. [47] can be made deterministic. Finally, we would also like to mention results on SUbSET TSP. Marx et al. [52] gave $2^{O(\sqrt{k} \log k)} n^{O(1)}$ time algorithm for SUBSET TSP on edge-weighted directed planar graphs. Earlier, Klein and Marx [41] obtained a similar result for SUBSET TSP on undirected planar graphs.

### 1.2 Our results

In this paper we take a significant step forward in understanding the parameterized complexity of cut and cycle hitting problems on $H$-minor free graphs.

We provide an algorithmic framework that allows us to design the first $n^{O(\sqrt{k})}$ time algorithm for several cut and cycle hitting problems on $H$-minor free graphs in a uniform way. This includes the first $n^{O(\sqrt{k})}$ time algorithm for Edge Multiway Cut, Vertex Multiway Cut, Edge Bipartization, and Odd Cycle Transversal on $H$-minor free graphs.

Algorithms running in time $n^{O(\sqrt{k})}$ are subexponential but they are not parameterized subexponential algorithms; that is they are not of the form $2^{o(k)} n^{O(1)}$. We incorporate a notion of candidate sets, a notion weaker than polynomial kernels, in our framework and design parameterized subexponential algorithms for several aforementioned problems. A parameterized problem is said to admit a kernel, if there is a polynomial time algorithm (the degree of polynomial is independent of $k$ ), called a kernelization algorithm, that reduces the input instance $(I, k)$ down to an instance ( $I^{\prime}, k^{\prime}$ ) with size bounded by a function $p(k)$ in $k$, while preserving the answer. This reduced instance is called a $p(k)$ kernel for the problem. If $p(k)$ is (quasi)-polynomial then we say that a parameterized problem admits a (quasi)-polynomial kernel [11, 29]. Randomized kernels of (quasi)-polynomial size is known for several cut problems [43, 44, 34, 62, 63] on general graphs. For these problems, it is natural to first apply the kernelization algorithm and then run the $n^{O(\sqrt{k})}$ time algorithm on the obtained kernel to design parameterized subexponential algorithms. There are two difficulties with this approach.

1. Even though we start with a graph $G$ that excludes some fixed graph $H$ as a minor, it is not necessary that the output graph $G^{\prime}$ will also exclude $H$ as a minor, as we are running a kernelization algorithm for general graphs.
2. The reduced parameter $k^{\prime}$ could become $k^{O(1)}$, and thus running $n^{O(\sqrt{k})}$ time algorithm on kernel may not yield the desired result.

In most of the known kernelization algorithm $k^{\prime} \leq k$ and hence, the second difficulty can be overcome. However, the first constraint is more challenging and requires making the known kernelization algorithm return an instance in the desired family of graphs. That is, if $\mathcal{G}$ is the family of input graphs, then we would like the kernelization algorithm also to return the output graph $G^{\prime} \in \mathcal{G}$. We overcome this difficulty by
observing that known kernelization algorithm for cut problems can be made to output a "candidate set" of size (quasi)-polynomial in $k$. A candidate set is a set Cand $\subseteq V(G)$ (resp., Cand $\subseteq E(G)$ ), satisfying that $(I, k)$ has a solution of size at most $k$ if and only if $I$ has a solution of size at most $k$ that is contained in Cand. By incorporating candidate set in our framework, we obtain the following parameterized subexponential algorithms.

- In the Odd Cycle Transversal (resp., Edge Bipartization) problem input is a graph $G$ and integer $k$. The task is to determine whether there exists a set $S$ of at most $k$ vertices (resp., edges) so that $G-S$ is bipartite. We give a $2^{O(\sqrt{k} \log k)} \cdot n^{O(1)}$ time algorithm for OdD Cycle Transversal and for Edge Bipartization.
- In the Vertex Multiway Cut (resp., Edge Multiway Cut) problem input is a graph $G$ a vertex set $T \subseteq V(G)$ of size $r$, and an integer $k$. The task is to determine whether there exists a set $S$ of at most $k$ vertices in $V(G) \backslash T$ (resp., edges in $E(G)$ ) such that no connected component of $G-S$ contains at least two vertices from $T$. We obtain a $2^{O(r \sqrt{k} \log k)} \cdot n^{O(1)}$ time algorithm for VERTEX Multiway Cut and a $2^{O\left(\sqrt{k} \log ^{4} k\right)} \cdot n^{O(1)}$ time algorithm for Edge Multiway Cut. Note that the running time of the algorithm for Vertex Multiway Cut depends on $r$ while the one for Edge Multiway Cut does not.
- In the Vertex Multicut (resp., Edge Multicut) problem input is a graph $G$, together with $r$ vertex pairs $\left(s_{1}, t_{1}\right), \ldots,\left(s_{r}, t_{r}\right)$. The task is to determine whether there exists a vertex subset $S \subseteq V(G) \backslash\left\{s_{i}, t_{i}: i \leq r\right\}$ (resp., edge subset $S \subseteq E(G)$ ) such that no connected component of $G-S$ contains both $s_{i}$ and $t_{i}$ for any $i \leq r$. We obtain a $2^{O((\sqrt{r k}+r) \log (r k))} \cdot n^{O(1)}$ time algorithm for Vertex Multicut and a $2^{O\left((r+\sqrt{k}) \log ^{4}(r k)\right)} \cdot n^{O(1)}$ time algorithm for Edge Multicut.
- In the Group Feedback Vertex Set (resp., Group Feedback Edge Set) problem input is a graph $G$, together with a function $\Lambda: V(G) \times V(G) \rightarrow \Sigma$ and an integer $k$, where $\Sigma$ is a group of size $g$ and $\Lambda$ satisfies $\Lambda(u, v) \times \Lambda(v, u)=\mathbf{1}$. The task is to determine whether there exists $S \subseteq V(G)$ (resp., $S \subseteq E(G)$ ) of size at most $k$ such that $G-S$ has no non-null cycles. Here a non-null cycle is a cycle $\left(v_{0}, v_{1}, \ldots, v_{m}=v_{0}\right)$ in the graph satisfying $\prod_{i=1}^{m} \Lambda\left(v_{i-1}, v_{i}\right) \neq 1$. We obtain a $2^{O(g \sqrt{k} \log (g k))} \cdot n^{O(1)}$ time algorithm for Group Feedback Vertex Set and a $2^{O\left(\sqrt{k} \log g \log ^{4} k\right)} \cdot n^{O(1)}$ time algorithm for Group Feedback Edge Set.

For convenience, in the rest of the paper, we use the following abbreviations for the problem names: Odd Cycle Transversal (OCT), Edge Bipartization (EB), Vertex Multiway Cut (VMWC), Edge Multiway Cut (EMWC), Vertex Multicut (VMC), Edge Multicut (EMC), Group Feedback Vertex Set (GFVS), and Group Feedback Edge Set (GFES).

### 1.3 Methods: algorithms via a contraction decomposition theorem

One of the modern tools to design polynomial-time approximation schemes (PTASs) and FPT algorithms on planar graphs or more generally on $H$-minor free graphs is to prove strengthening of the classic Baker's layering technique [1]. This generally yields, in what is known as (Vertex) Edge Decomposition Theorems [1, 26, 17, 22, 25] (see [55] for a detailed introduction). There are several problems for which an optimal solution with respect to subgraphs or minors of a graph is not larger than an optimal solution with respect to the graph itself. For those, (Vertex) Edge Decomposition Theorem [1, 26, 17, 22, 25] are much more relevant. However, it is easy to observe that classical problems such as Dominating Set, Bisection and Traveling Salesman Problem (TSP), are not closed under taking subgraph or minors. Nevertheless, they are closed under another useful graph operation, namely, edge contraction. That is, if $G$ is a graph and $H$ is obtained from $G$ by a series of edge contractions, then the "solution size" of $H$ is not larger than
that of $G$. Such problems naturally led to the following notion of contraction decomposition, which is most relevant to our studies in this paper.
[The notion of a Contraction Decomposition Theorem (CDT)] Let $G$ be a graph (say, which belongs to a prespecified graph class $\mathcal{C}$ ) and let $k \in \mathbb{N}$. Then, the edge set of $G$ can be partitioned into $k+1$ sets (possibly empty) in such a way that contracting any of these sets in $G$ yields a graph of treewidth at most $f(k)$. Moreover, such a partition, together with tree decompositions of width at most $f(k)$ of the respective graphs, can be found in polynomial time.

A CDT is known for planar graphs $[39,38]$ (initially for a variation of contraction called compression), graphs of bounded genus [20], $H$-minor free graphs [19] and unit disk graphs [55]. In all of these works, the treewidth is bounded by a linear function of $k$. That is, $f(k)=O(k)$. However, for most known applications on these classes of graphs, any computable function $f$ of $k$ suffices. In this paper, we prove a generalization of CDT on graph of bounded genus, or more generally, on $h$-almost-embeddable graph for an arbitrary but fixed constant $h$, and apply a non-trivial dynamic programming algorithm on RobertsonSeymour decomposition theorem for $H$-minor free graphs [58].

To describe our results and especially the new CDT, we only focus on planar graphs in the introduction. Our generalization can be expressed in the context of planar graphs as follows.

Lemma 1. Let $G$ be a planar graph. Then for any $p \in \mathbb{N}$, there exist disjoint sets $Z_{1}, \ldots, Z_{p} \subseteq V(G)$ such that for every $i \in[p]$ and every $Z^{\prime} \subseteq Z_{i}, \mathbf{t w}\left(G /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$. Furthermore, the sets $Z_{1}, \ldots, Z_{p}$ can be computed in polynomial time.

Here $G / V$ denote the graph obtained from $G$ by contracting each edge in the induced subgraph $G[V]$. To see why the above lemma implies the contraction decomposition theorem, let $E_{1}, \ldots, E_{p}$ be the edges in $G\left[Z_{1}\right], \ldots, G\left[Z_{p}\right]$. Since $Z_{1}, \ldots, Z_{p}$ are disjoint, $E_{1}, \ldots, E_{p}$ are also disjoint and thus there exists a partition $E_{1}^{\prime}, \ldots, E_{p}^{\prime}$ of the edges of $G$ such that $E_{i} \subseteq E_{i}^{\prime}$. Then we have $\operatorname{tw}\left(G / E_{i}^{\prime}\right) \leq \operatorname{tw}\left(G / E_{i}\right)=$ $\operatorname{tw}\left(G / Z_{i}\right)=O(p)$. A very important difference however is that, in our result, we still have control on the treewidth of the resulting graph, even if we do not contract all the edges of each $E_{i}$.

To see an example where this difference is crucial, let us consider the Edge Bipartization problem on planar graphs, where the goal is to find a set $S$ of $k$ edges such that $G-S$ is bipartite. Using known techniques (see Lemma 5 below), we can find in polynomial time a set Cand of size $k^{O(1)}$ such that we only need to look inside Cand for the solution. Let $Z_{1}, \ldots, Z_{p}$ be the sets obtained from applying Lemma 1 with $p=\sqrt{k}$, and $E_{1}, \ldots, E_{p}$ be the sets of edges in $G\left[Z_{1}\right], \ldots, G\left[Z_{p}\right]$. Because we are looking for a solution $S$ of size $k$ and $E_{1}, \ldots, E_{p}$ are disjoint, it means that one of these sets, say $E_{i}$, contains less than $\sqrt{k}$ edges of $S$. As we are looking for a solution $S \subseteq$ Cand, there are at most $k^{O(\sqrt{k})}$ possible sets for $S_{i}:=S \cap E_{i}$. Therefore, by trying all the possibilities of $i$ and $S_{i}$, we can assume that the algorithm knows $S_{i}$. Denoting $Z^{\prime}$ the set of vertices adjacent to edges in $S_{i}$, it means that we have $\left|Z^{\prime}\right|=O(\sqrt{k})$ and thus our lemma implies that $\mathrm{tw}\left(G /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O(\sqrt{k})$. A pretty standard DP argument shows that Edge Bipartization on a graph $H$ can be solved in time $2^{O(\mathbf{t w}(H))} n^{O(1)}$, and we will be able to adapt this argument to solve Edge Bipartization in $G$ in time $2^{O\left(\mathbf{t w}\left(G /\left(Z_{i} \backslash Z^{\prime}\right)\right)\right)} n^{O(1)}=2^{O(\sqrt{k})} n^{O(1)}$. Indeed, while some of the vertices in $G /\left(Z_{i} \backslash Z^{\prime}\right)$ can correspond to a large connected component $C$ of $G\left[Z_{i} \backslash Z^{\prime}\right]$, the fact that we have contracted only edges which are not in the solution means that $C$ is bipartite, and in the DP we only have to guess which side of $C$ will belongs to which side of the final bipartition of $G-S$.

A similar approach using only the contraction decomposition Theorem would fail, as it requires that one set completely avoids the solution. Therefore $p$ needs to be greater than $k$, and we obtain a decomposition of a graph after contraction of treewidth at least $k$, which cannot lead to a subexponential-time algorithm.

In order to prove Lemma 1 we will consider the vertex-face incidence (VFI) graph of $G$, which is a bipartite graph containing on one side the set of vertices of $G$ and on the other side the set of faces.

Moreover, a vertex is adjacent to a face if it belongs to its boundary. Classically, if the VFI graph of a planar graph has diameter at most $p$, then $\operatorname{tw}(G)=O(p)$. The deep faces of $G$ refer to the faces farthest from the outer face $o$ of $G$, i.e., the faces have the maximum distance from $o$ in the VFI of $G$. The following lemma is an essential part of our proof (which is a special case of Lemma 12).

Lemma 2. Let $G$ be a planar graph such that the VFI graph of $G$ has diameter $p$. For each deep face $f$ of $G$, let $\kappa(f)$ be a set of at most $q$ vertices on the boundary of $f$. Then there exists a tree decomposition of $G$ of width $O(p+q)$ where for every deep face $f$ of $G, \kappa(f)$ is contained in some bag of the decomposition.

The key idea for proving the above lemma (without going into details) is the following. We draw inside each deep face $f$ of $G$ a $|\kappa(f)| \times|\kappa(f)|$ grid and connecting the vertices in the first row of the grid to the vertices in $\kappa(f)$. The resulting graph $G^{\prime}$ is still planar. Since the grids are drawn in the deep faces of $G$, the VFI graph of $G^{\prime}$ has diameter $O(p+q)$, so there is a tree decomposition of $G^{\prime}$ of width $O(p+q)$. We then exploit the well-linked property of grids to show how to modify this tree decomposition (without significantly increasing its width) to force the vertices in each $\kappa(f)$ to be contained in the same bag.

With Lemma 2, let us explain roughly how to obtain the sets $Z_{1}, \ldots, Z_{p}$ of Lemma 1 . Let $G$ be a planar graph and assumed that the embedding is fixed. Consider now a BFS in the VFI graph of $G$ starting from the outer face. Let $L_{0}, L_{1}, \ldots, L_{m}$ denote the different levels of the BFS. In particular, we will be interested in the odd levels $L_{2 i+1}=L_{i}^{\prime}$ for $i \leq m / 2$. As $L_{0}$ is the outer face and the VFI graph is bipartite, the $L_{i}^{\prime}$ form a partition of the vertices of $G$. An interesting way to understand the $L_{i}^{\prime}$ is by noting that $L_{1}^{\prime}$ is exactly the boundary of the outer face of $G, L_{2}^{\prime}$ is exactly the boundary of the outerface of $G-L_{1}^{\prime}$ and so on.

For every $i \in[p]$, we now define each $Z_{i}$ as the union of the $L_{j}^{\prime}$ for $j=i(\bmod p)$. Let $Z^{\prime}$ be a subset of vertices in $Z_{i}$. In order to understand what happens when we contract the edges of $G\left[Z_{i} \backslash Z^{\prime}\right]$, let us partition the graph into $G_{\leq}:=G\left[L_{1}^{\prime} \cup \cdots \cup L_{i}^{\prime}\right]$ and $G_{>}:=G\left[L_{i+1}^{\prime} \cup \cdots \cup L_{m / 2}^{\prime}\right]$ the rest. The idea is to apply some sort of inductive argument in $G_{>}$and then combine the tree decomposition with the one of $G_{\leq} /\left(Z_{i} \backslash Z^{\prime}\right)$. First note that, because $G_{\leq}$consists of the first $2 i<2 p$ layers of the BFS in the VFI graph of $G$, we have that the diameter in the VFI graph of $G_{\leq}$is $O(p)$. Moreover, we know $L_{i}^{\prime}$ is the outerface of $G\left[L_{i+1}^{\prime} \cup \cdots \cup L_{m / 2}^{\prime}\right]$ which means that $L_{i}^{\prime}$ is a cut between $G_{\leq}$and $G_{>}$. Moreover, it means that every connected component of $G_{>}$sits inside one face of $G_{\leq}$whose boundary is a cycle of $L_{i}^{\prime}$. Let $C_{1}, \ldots, C_{r}$ denote the connected components of $G_{>}$and $\partial_{1}, \ldots, \partial_{r}$ the set of cycles bounding the associated faces $f_{1}, \ldots, f_{r}$ (we assume here for simplification that $f_{1}, \ldots, f_{r}$ are different, and it is easy to see that they are all deep faces of $G$ ). As all the $\partial_{i}$ are inside $L_{i}$, it means that in $G /\left(Z_{i} \backslash Z^{\prime}\right)$, each $\partial_{j}$ will be contracted into a cycle $\partial_{j}^{\prime}$ of size $1+\left|Z^{\prime} \cap \partial_{j}\right|=O\left(\left|Z^{\prime}\right|\right)$.

The idea of the proof is then to compute inductively a tree decomposition for each $C_{j} /\left(Z_{i} \backslash Z^{\prime}\right)$ as well as $G_{\leq} /\left(Z_{i} \backslash Z^{\prime}\right)$ and merge them together. In order to do that efficiently, we require that each $\partial_{j}^{\prime}$ appears in one bag of the decomposition of $G_{\leq} /\left(Z_{i} \backslash Z^{\prime}\right)$ so that we can append the tree decomposition of $C_{j} /\left(Z_{i} \backslash Z^{\prime}\right)$ to this bag. In order to obtain such a tree decomposition of $G_{\leq} /\left(Z_{i} \backslash Z^{\prime}\right)$ we will use Lemma 2 . We let $\kappa\left(f_{j}\right)$ include, for every vertex $v$ in the contracted cycle $\partial_{j}^{\prime}$, a vertex in the cycle $\partial_{j}$ corresponding to $v$. Thus, $\left|\kappa\left(f_{j}\right)\right|=\left|\partial_{j}^{\prime}\right|=O\left(\left|Z^{\prime}\right|\right)$. By Lemma $2, G_{\leq}$has a tree decomposition of width $O\left(p+\left|Z^{\prime}\right|\right)$ in which every $\kappa\left(f_{j}\right)$ is contained in some bag. This tree decomposition then induces an $O\left(p+\left|Z^{\prime}\right|\right)$-width tree decomposition of $G_{\leq} /\left(Z_{i} \backslash Z^{\prime}\right)$ in which every $\partial_{j}^{\prime}$ is contained in some bag.

So far we sketched our results in only the context of planar graphs. Of course, our actual results are much more general, and require more technical proofs. We prove Lemma 1 for almost-embeddable graphs, which is a class of graphs generalizing the class of bounded-genus graphs. With this in hand, we solve our problems by doing dynamic programming on the famous "almost-embeddable" tree decomposition of an $H$-minor-free graph introduced by Robertson and Seymour [58]. Specifically, the generalized version of Lemma 1 allows us to apply Baker's technique with a second-level dynamic programming to efficiently compute the DP table at each node of the Robertson-Seymour tree decomposition.

Organization. The rest of the paper is organized as follows. In Section 3, we present the generic framework for solving our problems on $H$-minor-free graphs, which all of our algorithms follow. In Section 4, we prove our main technical lemma (Lemma 6). In Section 5, we apply our framework in Section 3 to solve each of our problems individually. Finally, in Section 6, we conclude the paper.

## 2 Preliminaries

Basic notations. Let $G$ be a graph. We use $V(G)$ and $E(G)$ to denote the vertex set and the edge set of $G$, respectively. For $V \subseteq V(G)$, we use $G[V]$ to denote the induced subgraph of $G$ on $V$ and use $G-V$ to denote the induced subgraph of $G$ on $V(G) \backslash V$. The notation $G / V$ denotes the graph obtained from $G$ by contracting all edges in $G[V]$, or equivalently, contracting every connected component of $G[V]$ to a single vertex. We denote by $N_{G}(V)$ the set of vertices in $V(G) \backslash V$ that are neighboring to at least one vertex in $V$.

Tree decomposition and treewidth. A tree decomposition $\mathcal{T}$ of a graph $G$ is a tree $T$ where each node $t \in T$ is associated with a bag $\beta(t) \subseteq V(G)$ such that (i) $\bigcup_{t \in T} \beta(t)=V(G)$, (ii) for any edge $(u, v) \in$ $E(G)$, there exists $t \in T$ with $u, v \in \beta(t)$, and (iii) for any $v \in V(G)$, the nodes $t \in T$ with $v \in \beta(t)$ form a connected subset in $T$. The width of $\mathcal{T}$ is $\max _{t \in T}|\beta(t)|-1$. The treewidth of a graph $G$, denoted by $\mathbf{t w}(G)$ is the minimum width of a tree decomposition of $G$. It is sometimes more convenient to consider rooted trees. Throughout this paper, we always view the underlying tree of a tree decomposition as a rooted tree. A tree decomposition is binary if its underlying (rooted) tree is binary. The following result is well-known.

Lemma 3 ([11]). Given a graph $G$ with $|V(G)|=n$ and $\mathbf{t w}(G)=w$, a binary tree decomposition of $G$ of width $O(w)$ can be computed in $2^{O(w)} n^{O(1)}$ time.

Let $\mathcal{T}$ be a tree decomposition of a graph $G$, and $T$ be the underlying (rooted) tree of $\mathcal{T}$. The adhesion of a non-root node $t \in T$, denoted by $\sigma(t)$, is defined as $\sigma(t)=\beta(t) \cap \beta\left(t^{\prime}\right)$ where $t^{\prime}$ is the parent of $t$. For convenience, we also define the adhesion of the root of $T$ as the empty set. The adhesion size of $\mathcal{T}$ is the maximum size of the adhesion of a node $t \in T$. For a node $t \in T$, we define the $\gamma$-set of $t$, denoted by $\gamma(t)$, as $\gamma(t)=\bigcup_{s \in T_{t}} \beta(s)$ where $T_{t}$ is the subtree of $T$ rooted at $t$. The torso of $t$, denoted by tor $(t)$, is the graph obtained from $G[\beta(t)]$ by making $\sigma(s)$ a clique for all children $s$ of $t$, i.e., adding edges between any two vertices $u, v \in \beta(t)$ such that $u, v \in \sigma(s)$ for some child $s$ of $t$.

Almost-embeddable graphs and graph minors. The class of almost-embeddable graphs is a generalization of the class of bounded-genus graphs. The formal definition of almost-embeddable graphs (Definition 13) will be given in Section 4, because it is technical and we only need the formal definition in Section 4 when proving Lemma 6. Roughly speaking, a graph $G$ is $h$-almost-embeddable if it can be partitioned into an apex set $A \subseteq V(G)$ of size at most $h$, a subgraph $G_{0}$ that can be embedded in a surface of (Euler) genus $h$, and $h$ disjoint vortices $G_{1}, \ldots, G_{h}$ which admit $h$-width path decompositions and can be attached to faces of (the embedded) $G_{0}$ in a well-structured way. The almost-embeddable structure of $G$ refers to the "witness" of the almost-embeddability of $G$ (i.e., the partition of $G$ into the apex set, the embeddable subgraph $G_{0}$, and the vortices, together with the way that the vortices are attached to $G_{0}$ ).

A graph $H$ is a minor of a graph $G$ if $H$ can be obtained from $G$ by deleting vertices, deleting edges, and contracting edges. A graph $G$ is $H$-minor-free if $H$ is not a minor of $G$. One of the most important results in graph minor theory by Robertson and Seymour [58] states that every $H$-minor-free graph (for a fixed $H$ ) admits a tree decomposition with $O(1)$ adhesion size and $O(1)$-almost-embeddable torsos.

Lemma 4 (Robertson-Seymour decomposition). Let $H$ be a fixed graph. Then for some constant $h>$ 0 depending on $H$, every $H$-minor-free graph $G$ admits a tree decomposition $\mathcal{T}_{\mathrm{RS}}$ with adhesion size at
most $h$ in which the torso of each node is $h$-almost-embeddable. In addition, $\mathcal{T}_{\text {RS }}$ has the property that $G[\gamma(t) \backslash \sigma(t)]$ is connected and $\sigma(t)=N_{G}(\gamma(t) \backslash \sigma(t))$ for all node $t$. Such a tree decomposition (and the almost-embeddable structures of the torsos) can be computed in polynomial time.

Proof sketch. The fact that any $H$-minor free graph $G$ admits a tree decomposition $\mathcal{T}_{\text {RS }}$ of adhesion size at most $h$ whose torsos are $h$-almost-embeddable (for some constant $h>0$ depending on $H$ ) follows from the profound work of Robertson and Seymour [58]; we call such a tree decomposition Robertson-Seymour decomposition. Several algorithms have been developed to compute a Robertson-Seymour decomposition (and the almost-embeddable structures of the torsos) in polynomial time [18, 31, 36]. To further make the tree decomposition $\mathcal{T}_{\text {RS }}$ satisfy the additional property, we do some simple modifications on $\mathcal{T}_{\text {RS }}$. Roughly speaking, for each node $t$ where $G[\gamma(t) \backslash \sigma(t)]$ is disconnected, we split the subtree rooted at $t$ into multiple subtrees each of which corresponds to a connected component of $G[\gamma(t) \backslash \sigma(t)]$. For each node $t$ where $\sigma(t) \neq N_{G}(\gamma(t) \backslash \sigma(t))$, we remove the vertices in $\sigma(t) \backslash N_{G}(\gamma(t) \backslash \sigma(t))$ from the bags of all nodes in the subtree rooted at $t$. These modifications are standard, so we defer the details to Appendix A. We can guarantee that after these modifications, $\mathcal{T}_{\mathrm{RS}}$ still has bounded adhesion size and almost-embeddable torsos. Thus, the resulting $\mathcal{T}_{\text {RS }}$ is what we want.

Candidate sets for vertex/edge-deletion problems. All problems studied in this paper are vertex-deletion (resp., edge-deletion) problems, in which a feasible solution is a set of vertices (resp., edges) of the input graph such that after deleting them the resulting graph satisfies certain conditions. Let $I$ be an instance of a parameterized vertex-deletion (resp., edge-deletion) problem with input graph $G$ and solution-size parameter $k \in \mathbb{N}$. A candidate set for $I$ is a set Cand $\subseteq V(G)$ (resp., Cand $\subseteq E(G)$ ) such that $I$ has a solution of size at most $k$ iff $I$ has a solution of size at most $k$ that is contained in Cand. It was known that all problems studied in this paper admit small candidate sets that can be computed using polynomial-time randomized algorithms with high success probability.

Lemma 5 (small candidate set lemma). One can compute candidate set for the following problems in polynomial time, by randomized algorithms, with success probability at least $1-1 / 2^{n}$ (where $n$ is the size of the input graph): candidate sets for EB and OCT instances of size $k^{O(1)}$, EMWC and GFES of size $k^{O\left(\log ^{3} k\right)}$, EMC of size $(r+k)^{O\left(\log ^{3}(r+k)\right)}$, VMWC of size $k^{O(r)}$, VMC of size $k^{O(\sqrt{r})}$, GFVS of size $k^{O(g)}$.

Proof sketch. Proof of this lemma is implicit in literature [44, 63]. Known kernels for all these problems actually first compute a candidate set and then apply reduction rules (in fact, an appropriate torso operation) to reduce the graph size. The candidate sets for EB, OCT, VMWC, VMC, and GFVS follow from the work [44], while the candidate sets for EMWC, EMC, and GFES follow from the work [63]. See Appendix B for a more detailed discussion about the references for each of these problems.

## 3 The generic framework

All of our algorithms follow the same framework. Before discussing the framework, let us first observe some common features of the problems to be studied.

1. Small candidate sets. All problems we study admit small-size candidate sets that can be computed efficiently (Lemma 5). Our framework will make use of these small candidate sets. However, even without the candidate sets in Lemma 5, our framework still works and leads to algorithms with $n^{O(\sqrt{k})}$ kind running time, by using the trivial candidate set, i.e., the entire vertex set or edge set.
2. Tree-decomposition dynamic programming. Given a tree decomposition $\mathcal{T}$ of the input graph of width $w$, all problems we study can be solved by applying standard dynamic programming (DP) on
$\mathcal{T}$ in time depending on $w$. For example, consider the OCT problem on a graph $G$. Let $\mathcal{T}$ be a tree decomposition of $G$ of width $w$, and $T$ be the underlying (rooted) tree of $\mathcal{T}$. We can do DP on $\mathcal{T}$ by considering the nodes of $T$ from bottom to top. Specifically, we compute a DP table at each node $t \in T$ in which every entry corresponds to a sub-problem on $G[\gamma(t)]$ with a constraint on the "state" of the vertices in $\sigma(t)$ in the solution: which vertices in $\sigma(t)$ are in the OCT, which vertices are on one side of the remaining bipartite graph, and which vertices are on the other side; the entry stores an optimal solution for that sub-problem. Since $\beta(t) \leq w+1$, one can compute the DP table at $t$ in $2^{O(w)}$ time provided the DP tables of all children of $t$, by simply enumerating the states of the vertices in $\beta(t)$. In this way, we solve the OCT problem in $2^{O(w)} \cdot n^{O(1)}$ time.
3. Contraction-friendly for tree-decomposition DP. On top of the solvability by tree-decomposition DP, the problems we study have a very important feature, which we call contraction-friendly. That is, if we know that some parts of the graph is disjoint from the solution, then we can contract these parts and do DP on a tree decomposition $\mathcal{T}$ of the graph after the contraction, in time depending on the width of $\mathcal{T}$. For example, consider again the OCT problem on a graph $G$. Suppose we somehow know that a set $X \subseteq V(G)$ of vertices are not in the solution OCT, so $G[X]$ must be bipartite. We then contract the connected components of $G[X]$ and compute a tree decomposition $\mathcal{T}$ for the resulting graph $G / X$ of width $w=O(\operatorname{tw}(G / X))$. Let $T$ be the underlying tree of $\mathcal{T}$. The bag $\beta(t)$ of each node $t \in T$ contains at most $w+1$ vertices of $G / X$, each of which either corresponds to a single vertex in $G$ or a connected component of $G[X]$. How can we do DP on $\mathcal{T}$ in time depending on $w$ ? We do it in a similar fashion as above. At each node $t \in T$, we compute a DP table in which every entry corresponds to a sub-problem on the pre-image of $(G / X)[\gamma(t)]$ in $G$ with a constraint on the state of the vertices in the pre-image of $\sigma(t)$ in the solution. However, the pre-image of $\sigma(t)$ can have a large size, because a connected component of $G[X]$ might be large. The key observation here is that each connected component of $G[X]$ can have only two possible states in the solution. Indeed, each connected component of $G[X]$, as a connected bipartite graph, has a unique bipartite structure, i.e., can be uniquely partitioned into two independent sets $\Gamma_{1}$ and $\Gamma_{2}$. Since $X$ is disjoint from the solution OCT, $\Gamma_{1}$ and $\Gamma_{2}$ must belong to opposite sides of the remaining bipartite graph (and hence there are only two possibilities). Therefore, the pre-image of $\sigma(t)$ can have in total $2^{O(|\sigma(t)|)}=2^{O(w)}$ possible states in the solution, and thus the size of the DP table at $t$ is $2^{O(w)}$. For the same reason, the pre-image of $\beta(t)$ can have $2^{O(|\beta(t)|)}=2^{O(w)}$ possible states in the solution; by enumerating these states, one can compute the DP table at $t$ in $2^{O(w)}$ time (provided the DP tables of all children of $t$ ). In this way, the entire problem can be solved in $2^{O(w)} \cdot n^{O(1)}$ time.

Our algorithmic framework can be applied to any vertex/edge-deletion problems on $H$-minor-free graphs that have the above features. Essentially, if we are given a candidate set Cand of the problem and we are able to do DP in $f(\vec{r}, w) \cdot n^{O(1)}$ time on a $w$-width tree decomposition of the graph after contracting some part that is disjoint from the solution, then our framework gives an algorithm for the problem that runs in $|C a n d|{ }^{O(\sqrt{k})} \cdot f(\vec{r}, \sqrt{k}) \cdot n^{O(1)}$ time; here $\vec{r}$ denotes the parameter(s) of the problem other than the solutionsize parameter $k$ (e.g., the number of terminals in VMWC/EMWC, the group size in GFVS/GFES, etc.). Note that any vertex-deletion (resp., edge-deletion) problem admits a trivial candidate set of size $O(n)$ (resp., $O\left(n^{2}\right)$ ), i.e., the entire vertex set $V(G)$ (resp., edge set $E(G)$ ). Therefore, even without the small candidate sets in Lemma 5, our framework can lead to algorithms with $f(\vec{r}, \sqrt{k}) \cdot n^{O(\sqrt{k})}$ running time.

Next, we discuss our framework in detail. Consider a problem instance with graph $G$ which is $H$ -minor-free and solution-size parameter $k \in \mathbb{N}$. First of all, we use Lemma 5 to compute a small candidate set Cand $\subseteq V(G)$ or Cand $\subseteq E(G)$ for the instance. By the definition of a candidate set, we now only need to decide whether there exists a solution inside Cand of size at most $k$. Since $G$ is $H$-minor-free, by Lemma 4, we can compute in polynomial time a tree decomposition $\mathcal{T}_{\text {RS }}$ of $G$ with adhersion size at
most $h$ in which each torso is $h$-almost-embeddable (for some constant $h>0$ ), together with the almostembeddable structures of the torsos. Let $T_{\mathrm{RS}}$ be the underlying (rooted) tree of $\mathcal{T}_{\mathrm{RS}}$. By Lemma $4, \mathcal{T}_{\text {RS }}$ also satisfies the property that for all $t \in T_{\mathrm{RS}}, G[\gamma(t) \backslash \sigma(t)]$ is connected and $\sigma(t)=N_{G}(\gamma(t) \backslash \sigma(t))$.

In a high level, our algorithm solves the problem using dynamic programming on the tree decomposition $\mathcal{T}_{\text {RS }}$. However, the width of $\mathcal{T}_{\text {RS }}$ could be large, so doing DP in a standard way does not work. Fortunately, $\mathcal{T}_{\mathrm{RS}}$ has some useful properties. First, the adhesion size of $\mathcal{T}_{\mathrm{RS}}$ is bounded by $h$, i.e., $|\sigma(t)| \leq h$ for all $t \in T_{\mathrm{RS}}$. This means, though the width of $\mathcal{T}_{\mathrm{RS}}$ can be large, the DP table to be computed at each node $t \in T_{\mathrm{RS}}$ only has a constant size. Therefore, the main challenge actually occurs in how to implement a single step of the DP procedure, that is, how to compute the DP table of a node $t \in T_{\mathrm{RS}}$, provided the DP tables of all children of $t$. To this end, we exploit the second good property of $\mathcal{T}_{\text {RS }}$ : the torso of each node $t \in T_{\mathrm{RS}}$ is $h$-almost-embeddable. In order to use this property, we establish the following structural lemma about almost-embeddable graphs, which serves as a technical core of our framework.

Lemma 6. Let $G$ be an h-almost-embeddable graph, for some constant h. Then for any $p \in \mathbb{N}$, there exist disjoint sets $Z_{1}, \ldots, Z_{p} \subseteq V(G)$ such that for any $i \in[p]$ and $Z^{\prime} \subseteq Z_{i}, \mathbf{t w}\left(G /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$, where the constant hidden in $O(\cdot)$ depends on h. Furthermore, if the almost-embeddable structure of $G$ is given, then $Z_{1}, \ldots, Z_{p}$ can be computed in polynomial time.

To see how powerful Lemma 6 is, let us first consider a special case where the tree $T_{\mathrm{RS}}$ only has one node, the root rt . That is, the graph $G=G[\beta(\mathrm{rt})]=\operatorname{tor}(\mathrm{rt})$ itself is $h$-almost-embeddable. We observe that Lemma 6 almost directly solves our problems in this case (and in particular solves the problems on bounded-genus graphs). Again, we use the OCT problem as an example. Set $p=\lfloor\sqrt{k}\rfloor$ and we compute the disjoint sets $Z_{1}, \ldots, Z_{p} \subseteq V(G)$ in Lemma 6. We apply (a variant of) Baker's technique on $Z_{1}, \ldots, Z_{p}$. Specifically, we observe that $G$ has an OCT of size at most $k$ iff for some $i \in[p]$ and $Z^{\prime} \subseteq Z_{i} \cap$ Cand with $\left|Z^{\prime}\right| \leq k / p, G$ has an OCT of size at most $k$ that is disjoint with $Z_{i} \backslash Z^{\prime}$. The "if" part is obvious. To see the "only if" part, suppose $G$ has an OCT of size at most $k$. Then by the definition of candidate sets, $G$ has an OCT $V_{\text {oct }}$ of size at most $k$ that is contained in Cand. Since $Z_{1}, \ldots, Z_{p}$ are disjoint, there exists some $i \in[p]$ such that $\left|V_{\text {oct }} \cap Z_{i}\right| \leq k / p$. Define $Z^{\prime}=V_{\text {oct }} \cap Z_{i}$. Since $V_{\text {oct }} \subseteq$ Cand, we have $Z^{\prime} \subseteq Z_{i} \cap$ Cand. Also, we have $V_{\text {oct }} \cap\left(Z_{i} \backslash Z^{\prime}\right)=\emptyset$, which implies the "only if" part. Therefore, to solve the problem, it now suffices to test, for every pair $\left(i, Z^{\prime}\right)$ where $i \in[p]$ and $Z^{\prime} \subseteq Z_{i} \cap$ Cand with $\left|Z^{\prime}\right| \leq k / p$, whether $G$ has an OCT of size at most $k$ that is disjoint from $Z_{i} \backslash Z^{\prime}$. How many pairs $\left(i, Z^{\prime}\right)$ are there to be considered? Since $\mid$ Cand $\mid=k^{O(1)}$ for OCT, the total number of such pairs is bounded by $p \cdot k^{O(k / p)}=k^{O(\sqrt{k})}$. To solve the problem for each pair $\left(i, Z^{\prime}\right)$, we recall the "contraction-friendly" feature of OCT (discussed at the beginning of this section). As we know that $Z_{i} \backslash Z^{\prime}$ is disjoint from the solution, we can contract the connected components of $G\left[Z_{i} \backslash Z^{\prime}\right]$ and do DP on a tree decomposition of the resulting graph $G /\left(Z_{i} \backslash Z^{\prime}\right)$. By Lemma $6, \operatorname{tw}\left(G /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)=O(\sqrt{k})$, and thus the DP procedure takes $2^{O(\sqrt{k})} \cdot n^{O(1)}$ time. In this way, we solve the OCT problem in $k^{O(\sqrt{k})} \cdot n^{O(1)}$ time for this special case.

The general case where $\left|T_{\mathrm{RS}}\right|>1$ is more involved. Recall that we want to do a single step of DP on $\mathcal{T}_{\text {RS }}$ : computing the DP table of a node $t \in T_{\mathrm{RS}}$ provided the DP table of the children of $t$. Each entry of this DP table corresponds to a sub-problem on $G[\gamma(t)]$ with some constraint on the configuration of $\sigma(t)$ in the solution. More formally, each such sub-problem can be represented by a pair $(\lambda, l)$ where $\lambda$ is a configuration of $\sigma(t)$ (which is problem-specific) and $l \in[k]$ is an upper bound on the solution size (we denote this sub-problem as $\left.\operatorname{Prob}_{\lambda, l}\right)$. The sub-problem $\operatorname{Prob}_{\lambda, l}$ asks if there exists a solution for $G[\gamma(t)]$ of size at most $l$ that is contained in Cand and is compatible with the configuration $\lambda$ of $\sigma(t)$; the corresponding entry of the DP table stores the YES/NO answer to the sub-problem $\mathrm{Prob}_{\lambda, l}$. Thus, computing the DP table of $t$ is equivalent to solving a set of sub-problems on $G[\gamma(t)]$. To this end, our basic idea is similar to the above, i.e., applying Baker's technique on $G[\gamma(t)]$, contracting the part that is disjoint from the solution, and doing a second-level DP on a tree decomposition of the graph after the contraction. However, Lemma 6 can
only give us a decomposition on $\beta(t)$ because only $\operatorname{tor}(t)$ is almost-embeddable, while what we need is a decomposition on $\gamma(t)$ in order to apply Baker's technique. Therefore, we first need to establish a corollary of Lemma 6, which extends a decomposition on $\beta(t)$ obtained by Lemma 6 to a "decomposition" on $\gamma(t)$. Consider a node $t \in T_{\mathrm{RS}}$ and a set $C$ of children of $t$. Let $U_{C}=\bigcup_{s \in C}(\gamma(s) \backslash \sigma(s))$. We define $G_{t}^{C}$ as the graph obtained from $G\left[\gamma(t) \backslash U_{C}\right]$ by making $\sigma(s)$ a clique for all $s \in C$. In other words, $G_{t}^{C}$ is obtained from $G\left[\gamma(t) \backslash U_{C}\right]$ by adding, for all $s \in C$ and all $u, v \in \sigma(s)$ that are not adjacent in $G\left[\gamma(t) \backslash U_{C}\right]$, an edge $(u, v)$. With this definition, we have $G_{t}^{C}=\operatorname{tor}(t)$ if $C$ consists of all children of $t$ and $G_{t}^{C}=G[\gamma(t)]$ if $C=\emptyset$. Lemma 6 implies the following corollary.

Corollary 7. For any node $t \in T_{\mathrm{RS}}$ and $p \in[n]$, one can compute in polynomial time $Y_{1}, \ldots, Y_{p} \subseteq$ $\gamma(t) \backslash \sigma(t)$ satisfying the following conditions.
(i) For any child $s$ of $t$ and any $i \in[p]$, either $\gamma(s) \backslash \sigma(s) \subseteq Y_{i}$ or $\gamma(s) \cap Y_{i}=\emptyset$.
(ii) For any vertex $v \in \gamma(t)$, there are at most $h$ indices $i \in[p]$ such that $v \in Y_{i}$.
(iii) For any $i \in[p]$ and $Y^{\prime} \subseteq Y_{i}$, $\mathbf{t w}\left(G_{t}^{C_{i}} /\left(Y_{i} \backslash Y^{\prime}\right)\right)=O\left(p+\left|Y^{\prime}\right|\right)$, where $C_{i}$ is the set of children $s$ of $t$ satisfying $\gamma(s) \cap Y_{i}=\emptyset$.

Proof. Since $\operatorname{tor}(t)$ is $h$-almost-embeddable, we can use Lemma 6 to compute the disjoint sets $Z_{1}^{*}, \ldots, Z_{p}^{*} \subseteq$ $\beta(t)$ satisfying $\operatorname{tw}\left(\operatorname{tor}(t) /\left(Z_{i}^{*} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$ for any $i \in[p]$ and $Z^{\prime} \subseteq Z_{i}^{*}$. Setting $Z_{i}=Z_{i}^{*} \backslash \sigma(t)$ for $i \in[p]$, we have $Z_{i} \subseteq \beta(t) \backslash \sigma(t)$ and for any $Z^{\prime} \subseteq Z_{i}$,

$$
\operatorname{tw}\left(\operatorname{tor}(t) /\left(Z_{i} \backslash Z^{\prime}\right)\right)=\operatorname{tw}\left(\operatorname{tor}(t) /\left(Z_{i}^{*} \backslash\left(Z^{\prime} \cup \sigma(t)\right)\right)=O\left(p+\left|Z^{\prime} \cup \sigma(t)\right|\right)=O\left(p+\left|Z^{\prime}\right|\right)\right.
$$

We then obtain $Y_{1}, \ldots, Y_{p}$ by "extending" $Z_{1}, \ldots, Z_{p}$ to $\gamma(t) \backslash \sigma(t)$ as follows. We define $Y_{i}$ as the union of $Z_{i}$ and $\gamma(s) \backslash \sigma(s)$ for all children $s$ of $t$ such that $\sigma(s) \cap Z_{i} \neq \emptyset$. By this construction, it is clear that $Y_{1}, \ldots, Y_{p}$ satisfy condition (i). To see that condition (ii) is also satisfied, observe that for each child $s$ of $t$ and each $i \in[p], \gamma(s) \backslash \sigma(s) \subseteq Y_{i}$ only if $\sigma(s) \cap Z_{i} \neq \emptyset$. Since $|\sigma(s)| \leq h$ and $Z_{1}, \ldots, Z_{p}$ are disjoint, $\gamma(s) \backslash \sigma(s) \subseteq Y_{i}$ for at most $h$ indices $i \in[p]$. It follows that condition (ii) holds for any $v \in \gamma(t) \backslash \beta(t)$. For $v \in \beta(t)$, we have $v \in Y_{i}$ iff $v \in Z_{i}$ and hence condition (ii) also holds.

The rest of the proof is dedicated to verifying condition (iii). This part carefully uses of the facts that $\mathbf{t w}\left(\operatorname{tor}(t) /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right), G[\gamma(t) \backslash \sigma(t)]$ is connected, and $\sigma(t)=N_{G}(\gamma(t) \backslash \sigma(t))$. The proof is somehow tedious but technically not difficult, so the reader can feel free to skip this part.

Let $i \in[p]$ and $Y^{\prime} \subseteq Y_{i}$. We want to show $\operatorname{tw}\left(G_{t}^{C_{i}} /\left(Y_{i} \backslash Y^{\prime}\right)\right)=O\left(p+\left|Y^{\prime}\right|\right)$. For $u, v \in \beta(t)$, we say the pair $(u, v)$ is $b a d$ if $u, v \in Y_{i} \backslash Y^{\prime}$ and $u, v$ belong to different connected components of $G_{t}^{C_{i}}\left[Y_{i} \backslash Y^{\prime}\right]$, and is good otherwise. Note that if $u, v \in \beta(t)$ are connected by an edge in $G$, then $(u, v)$ is good because $u$ and $v$ are also connected by an edge in $G_{t}^{C_{i}}\left[Y_{i} \backslash Y^{\prime}\right]$. Let $G^{\prime}$ be the graph obtained from $G_{t}^{C_{i}}$ by adding edges $(u, v)$ for all good pair $(u, v)$ of vertices in $\beta(t)$ such that $(u, v) \in E(\operatorname{tor}(t))$. We notice that $G_{t}^{C_{i}} /\left(Y_{i} \backslash Y^{\prime}\right)$ is a subgraph of $G^{\prime} /\left(Y_{i} \backslash Y^{\prime}\right)$, because $G_{t}^{C_{i}}$ is a subgraph of $G^{\prime}$ and two vertices belong to the same connected component of $G_{t}^{C_{i}}\left[Y_{i} \backslash Y^{\prime}\right]$ iff they belong to the same connected component of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$. So it suffices to show $\operatorname{tw}\left(G^{\prime} /\left(Y_{i} \backslash Y^{\prime}\right)\right)=O\left(p+\left|Y^{\prime}\right|\right)$. Define $Z^{\prime}=\left(Y^{\prime} \cap \beta(t)\right) \cup\left(\bigcup_{s \in C^{\prime}} Z_{i} \cap \sigma(s)\right)$, where $C^{\prime}$ is the set of children $s$ of $t$ satisfying $(\gamma(s) \backslash \sigma(s)) \cap Y^{\prime} \neq \emptyset$. We have the following properties about $Z^{\prime}$.

Claim 1. $Z_{i} \backslash Z^{\prime} \subseteq Y_{i} \backslash Y^{\prime}$.
Proof of Claim 1. By construction, we have $Z_{i} \subseteq Y_{i}$. Furthermore, we have $Y^{\prime} \cap Z_{i} \subseteq Y^{\prime} \cap \beta(t) \subseteq Z^{\prime}$. Therefore, $Z_{i} \backslash Z^{\prime} \subseteq Z_{i} \backslash\left(Y^{\prime} \cap Z_{i}\right)=Z_{i} \backslash Y^{\prime} \subseteq Y_{i} \backslash Y^{\prime}$.
Claim 2. $\mathbf{t w}\left(\operatorname{tor}(t) /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Y^{\prime}\right|\right)$.
Proof of Claim 2. We have $\left|C^{\prime}\right| \leq\left|Y^{\prime}\right|$ because the sets $\gamma(s) \backslash \sigma(s)$ are disjoint for all children $s$ of $t$. It follows that $\left|Z^{\prime}\right| \leq(h+1) \cdot\left|Y^{\prime}\right|=O\left(\left|Y^{\prime}\right|\right)$. Also, we have $Z^{\prime} \subseteq Z_{i}$ since $Y^{\prime} \cap \beta(t) \subseteq Y_{i} \cap \beta(t)=Z_{i}$. Therefore, by the property of $Z_{1}, \ldots, Z_{p}$, $\mathbf{t w}\left(\operatorname{tor}(t) /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)=O\left(p+\left|Y^{\prime}\right|\right)$.

Claim 3. For any $u, v \in Z_{i} \backslash Z^{\prime}$ that $(u, v)$ is an edge of $\operatorname{tor}(t),(u, v)$ is also an edge of $G^{\prime}$.
Proof of Claim 3. It suffices to show that $(u, v)$ is good. As observed before, if $u, v$ are connected by an edge in $G$, then $(u, v)$ is good. So assume $(u, v)$ is not an edge of $G$. But $(u, v)$ is an edge of $\operatorname{tor}(t)$, thus $u, v \in \sigma(s)$ for some child $s$ of $t$. It follows that $u, v \in \sigma(s) \cap Z_{i}$. If $(\gamma(s) \backslash \sigma(s)) \cap Y^{\prime} \neq \emptyset$, then $s \in C^{\prime}$ and $\sigma(s) \cap Z_{i} \subseteq Z^{\prime}$, which contradicts with the facts that $u, v \in \sigma(s) \cap Z_{i}$ and $u, v \notin Z^{\prime}$. Therefore, $(\gamma(s) \backslash \sigma(s)) \cap Y^{\prime}=\emptyset$. On the other hand, since $u, v \in \sigma(s) \cap Z_{i}$, we have $\sigma(s) \cap Z_{i} \neq \emptyset$. By the construction of $Y_{i}$, this implies $\gamma(s) \backslash \sigma(s) \subseteq Y_{i}$. As a result, $\gamma(s) \backslash \sigma(s) \subseteq Y_{i} \backslash Y^{\prime}$. By assumption, $G[\gamma(s) \backslash \sigma(s)]$ is connected and $\sigma(s)=N_{G}(\gamma(s) \backslash \sigma(s))$. Thus, $u$ and $v$ belong to the same connected component of $G[(\gamma(s) \backslash \sigma(s)) \cup\{u, v\}]$. Because $(\gamma(s) \backslash \sigma(s)) \cup\{u, v\} \subseteq Y_{i} \backslash Y^{\prime}, G[(\gamma(s) \backslash \sigma(s)) \cup\{u, v\}]$ is a subgraph of $G\left[Y_{i} \backslash Y^{\prime}\right]$, which is in turn a subgraph of $G_{t}^{C_{i}}\left[Y_{i} \backslash Y^{\prime}\right]$. This implies $u, v$ belong to the same connected component of $G_{t}^{C_{i}}\left[Y_{i} \backslash Y^{\prime}\right]$ and hence $(u, v)$ is good.
Note that Claim 1 and Claim 3 imply that the vertices in each connected component of $\operatorname{tor}(t)\left[Z_{i} \backslash Z^{\prime}\right]$ are contained in the same connected component of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$. With this in hand, we shall show that a "large" induced subgraph of $G^{\prime} /\left(Y_{i} \backslash Y^{\prime}\right)$ is a minor of $\operatorname{tor}(t) /\left(Z_{i} \backslash Z^{\prime}\right)$. For convenience, we write $G_{1}=G^{\prime} /\left(Y_{i} \backslash Y^{\prime}\right)$ and $G_{2}=\operatorname{tor}(t) /\left(Z_{i} \backslash Z^{\prime}\right)$. Let $\pi_{1}: V\left(G^{\prime}\right) \rightarrow V\left(G_{1}\right)$ and $\pi_{2}: \beta(t) \rightarrow V\left(G_{2}\right)$ be the natural quotient maps (which map each vertex to its corresponding vertex in the contracted graph). Define $B=\pi_{1}(\beta(t))$.

Claim 4. $G_{1}[B]$ is a minor of $G_{2}$. In particular, $\mathbf{t w}\left(G_{1}[B]\right) \leq \mathbf{t w}\left(G_{2}\right)=O\left(p+\left|Y^{\prime}\right|\right)$.
Proof of Claim 4. Since the vertices in each connected component of $\operatorname{tor}(t)\left[Z_{i} \backslash Z^{\prime}\right]$ are contained in the same connected component of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$, we have $\pi_{1}(v)=\pi_{1}\left(v^{\prime}\right)$ for any $v, v^{\prime} \in \beta(t)$ such that $\pi_{2}(v)=\pi_{2}\left(v^{\prime}\right)$. Thus, there exists a unique map $f: V\left(G_{2}\right) \rightarrow B$ such that $f \circ \pi_{2}=\left.\pi_{1}\right|_{\beta(t)}$. We show that (1) $G_{2}\left[f^{-1}(b)\right]$ is connected for all $b \in B$ and (2) for each edge $\left(b, b^{\prime}\right)$ of $G_{1}[B]$, there exist $v \in f^{-1}(b)$ and $v^{\prime} \in f^{-1}\left(b^{\prime}\right)$ such that $\left(v, v^{\prime}\right)$ is an edge in $G_{2}$. Note that these two properties imply that $G_{1}[B]$ is a minor of $G_{2}$.

To see (1), consider a vertex $b \in B$. Since $G_{1}=G^{\prime} /\left(Y_{i} \backslash Y^{\prime}\right), \pi_{1}^{-1}(b)$ is either a single vertex in $\beta(t) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$ or (the vertex set of) a connected component of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$. If $\pi_{1}^{-1}(b)$ is a single vertex in $\beta(t) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$, then $\left|f^{-1}(b)\right|=1$ and thus $G_{2}\left[f^{-1}(b)\right]$ is connected. So assume $\pi_{1}^{-1}(b)$ is a connected component of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$. Consider two vertices $v, v^{\prime} \in f^{-1}(b)$; we want to show $v$ and $v^{\prime}$ are connected by a path in $G_{2}\left[f^{-1}(b)\right]$. Let $u \in \pi_{2}^{-1}(v)$ and $u^{\prime} \in \pi_{2}^{-1}\left(v^{\prime}\right)$. Now $u, u^{\prime} \in \pi_{1}^{-1}(b)$, so $u$ and $u^{\prime}$ are connected by a path $\left(u, a_{1}, \ldots, a_{q}, u^{\prime}\right)$ in $G^{\prime}\left[\pi_{1}^{-1}(b)\right]$. Define $J=\left\{j \in[q]: a_{j} \in \beta(t)\right\}$ and suppose $J=\left\{j_{1}, \ldots, j_{q^{\prime}}\right\}$ where $j_{1}<\cdots<j_{q^{\prime}}$. We claim that $\left(u, a_{j_{1}}, \ldots, a_{j_{q^{\prime}}}, u^{\prime}\right)$ is a path connecting $u$ and $u^{\prime}$ in tor $(t)$. Consider $u$ and $a_{j_{1}}$. Since $a_{1}, \ldots, a_{j_{1}-1} \notin \beta(t)$ and $\left(a_{1}, \ldots, a_{j_{1}-1}\right)$ is a path in $G^{\prime}$, we must have $a_{1}, \ldots, a_{j_{1}-1} \in \gamma(s) \backslash \sigma(s)$ for some child $s$ of $t$. Because $u$ is neighboring to $a_{1}$ and $a_{j_{1}}$ is neighboring to $a_{j_{1}-1}$ in $G^{\prime}$, we have $u, a_{j_{1}} \in \sigma(s)$ and hence $\left(u, a_{j_{1}}\right)$ is an edge in $\operatorname{tor}(t)$. By the same argument, we deduce any two consecutive vertices in the sequence $\left(u, a_{j_{1}}, \ldots, a_{j_{q^{\prime}}}, u^{\prime}\right)$ are connected by an edge in tor $(t)$. Thus, $\left(u, a_{j_{1}}, \ldots, a_{j_{q^{\prime}}}, u^{\prime}\right)$ is a path in $\operatorname{tor}(t)$. Since $a_{1}, \ldots, a_{q} \in \pi_{1}^{-1}(b)$, we have $\pi_{2}\left(a_{j_{1}}\right), \ldots, \pi_{2}\left(a_{j_{q^{\prime}}}\right) \in f^{-1}(b)$. As a result, $\left(v, \pi_{2}\left(a_{j_{1}}\right), \ldots, \pi_{2}\left(a_{j_{q^{\prime}}}\right), v^{\prime}\right)$ is a path connecting $v$ and $v^{\prime}$ in $G_{2}\left[f^{-1}(b)\right]$.

To see (2), consider an edge $\left(b, b^{\prime}\right)$ in $G_{1}[B]$. As mentioned before, each of $\pi_{1}^{-1}(b)$ and $\pi_{1}^{-1}\left(b^{\prime}\right)$ is either a single vertex in $\beta(t) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$ or (the vertex set of) a connected component of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$. We first notice that $\pi_{1}^{-1}(b)$ and $\pi_{1}^{-1}\left(b^{\prime}\right)$ cannot both be connected components of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$, because the images of the connected components of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$ under $\pi_{1}$ form an independent set in $G_{1}$ but $\left(b, b^{\prime}\right)$ is an edge in $G_{1}$. Without loss of generality, assume $\pi_{1}^{-1}(b)$ is a single vertex in $\beta(t) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$, which implies $\left|f^{-1}(b)\right|=1$. Let $v$ be the only vertex in $f^{-1}(b)$. If $\pi_{1}^{-1}\left(b^{\prime}\right)$ is also a single vertex in $\beta(t) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$, then $\left(v, v^{\prime}\right)$ is an edge in $G_{2}$ where $v^{\prime}$ is the only vertex in $f^{-1}\left(b^{\prime}\right)$. If $\pi_{1}^{-1}\left(b^{\prime}\right)$ is a connected component of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$, then there must be a witness vertex $u^{\prime} \in \pi_{1}^{-1}\left(b^{\prime}\right)$ such that $\left(\pi_{1}^{-1}(b), u^{\prime}\right)$ is an edge in $G^{\prime}$. If $u^{\prime} \in \beta(t)$, we are done because $\left(\pi_{1}^{-1}(b), u^{\prime}\right)$ is also an edge in $\operatorname{tor}(t)$ and thus $\left(v, v^{\prime}\right)$ is an edge in $G_{2}$ for $v^{\prime}=\pi_{2}\left(u^{\prime}\right) \in f^{-1}(b)$. So assume $u^{\prime} \notin \beta(t)$. Then $u^{\prime} \in \gamma(s) \backslash \sigma(s)$ for some child $s$ of $t$. Since $\pi_{1}^{-1}(b) \in \beta(t)$ and $\left(\pi_{1}^{-1}(b), u^{\prime}\right)$ is an edge in $G^{\prime}$, we must have $\pi_{1}^{-1}(b) \in \sigma(s)$. Furthermore, because $\pi_{1}^{-1}\left(b^{\prime}\right)$ is a connected component
of $G^{\prime}\left[Y_{i} \backslash Y^{\prime}\right]$ and $\pi_{1}^{-1}\left(b^{\prime}\right)$ contains at least one vertex in $\beta(t)$ (as $b^{\prime} \in B$ ), $\pi_{1}^{-1}\left(b^{\prime}\right)$ must contain a vertex $u^{*} \in \sigma(s)$ in order to connecting $u^{\prime}$ and the vertex in $\beta(t)$. Observe that $\left(\pi_{1}^{-1}(b), u^{*}\right)$ is an edge in $\operatorname{tor}(t)$, since $\pi_{1}^{-1}(b), u^{*} \in \sigma(s)$. As a result, $\left(v, v^{\prime}\right)$ is an edge in $G_{2}$ for $v^{\prime}=\pi_{2}\left(u^{*}\right) \in f^{-1}\left(b^{\prime}\right)$.

Once we have conditions (1) and (2), we see that $G_{1}[B]$ is a minor of $G_{2}$. Therefore, $\mathbf{t w}\left(G_{1}[B]\right) \leq$ $\operatorname{tw}\left(G_{2}\right)$. By Claim 2, $\operatorname{tw}\left(G_{2}\right)=O\left(p+\left|Y^{\prime}\right|\right)$ and thus $\operatorname{tw}\left(G_{1}[B]\right)=O\left(p+\left|Y^{\prime}\right|\right)$.

Now we are ready to show $\operatorname{tw}\left(G_{1}\right)=O\left(p+\left|Y^{\prime}\right|\right)$, i.e., $\operatorname{tw}\left(G^{\prime} /\left(Y_{i} \backslash Y^{\prime}\right)\right)=O\left(p+\left|Y^{\prime}\right|\right)$. By Claim 4, $\operatorname{tw}\left(G_{1}[B]\right)=O\left(p+\left|Y^{\prime}\right|\right)$. Let $\mathcal{T}_{0}$ be a tree decomposition of $G_{1}[B]$ of width $w=O\left(p+\left|Y^{\prime}\right|\right)$, and $T_{0}$ the underlying (rooted) tree of $\mathcal{T}_{0}$. We now modify $\mathcal{T}_{0}$ to obtain a tree decomposition of $G_{1}$ as follows. Consider the vertices in $V\left(G_{1}\right) \backslash B$. For each $v \in V\left(G_{1}\right) \backslash B, \pi_{1}^{-1}(v)$ is either (1) a connected component of $G^{\prime}\left[Y_{i} \backslash Y\right]$ that does not contain any vertex in $\beta(t)$ or (2) a single vertex in $Y^{\prime} \backslash \beta(t)$. We say $v$ is a type-1 vertex for case (1), and a type-2 vertex for case (2). For each type-1 vertex $v \in V\left(G_{1}\right) \backslash B$, since $G^{\prime}\left[\pi_{1}^{-1}(v)\right]$ is connected and $\pi_{1}^{-1}(v) \cap \beta(t)=\emptyset$, we have $\pi_{1}^{-1}(v) \subseteq \gamma(s) \backslash \sigma(s)$ for some child $s$ of $t$. Thus, $N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right) \cap \beta(t) \subseteq \sigma(s)$. We now claim that $N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right) \cap \beta(t)$ forms a clique in $G^{\prime}$. First, any vertex $u \in N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right)$ is not in $Y_{i} \backslash Y^{\prime}$, for otherwise $u$ and $\pi_{1}^{-1}(v)$ belong to the same connected component of $G^{\prime}\left[Y_{i} \backslash Y\right]$, which implies $u \in \pi_{1}^{-1}(v)$, contradicting with the fact $u \in N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right)$. It follows that $\left(u, u^{\prime}\right)$ is good for all $u, u^{\prime} \in N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right) \cap \beta(t)$. Second, $N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right) \cap \beta(t)$ forms a clique in $\operatorname{tor}(t)$ because $N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right) \cap \beta(t) \subseteq \sigma(s)$. Therefore, $N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right) \cap \beta(t)$ forms a clique in $G^{\prime}$, by the construction of $G^{\prime}$. Note that $N_{G_{1}}(v) \cap B=\pi_{1}\left(N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right) \cap \beta(t)\right)$, because $\pi_{1}^{-1}\left(v^{\prime}\right)$ is a single vertex in $N_{G^{\prime}}\left(\pi_{1}^{-1}(v)\right)$ for all $v^{\prime} \in N_{G_{1}}(v)$. This implies that $N_{G_{1}}(v) \cap B$ forms a clique in $G_{1}[B]$. Thus, there is a node $t_{v} \in T_{0}$ such that $N_{G_{1}}(v) \cap B \subseteq \beta\left(t_{v}\right)$. We now add a new node $t_{v}^{*}$ to $T_{0}$ with bag $\beta\left(t_{v}^{*}\right)=\left(N_{G_{1}}(v) \cap B\right) \cup\{v\}$ as a child of $t_{v}$. We do this for all type-1 vertices $v \in V\left(G_{1}\right) \backslash B$. After this, we add all type-2 vertices in $V\left(G_{1}\right) \backslash B$ to the bag of every node of $T_{0}$ (including the newly added ones). As one can easily verify, this results in a tree decomposition of $G_{1}$. Finally, it suffices to bound the width of this tree decomposition. Before adding the type-2 vertices to the bags, the size of each bag is at most $w$ (recall that $w$ is the width of the original $\left.\mathcal{T}_{0}\right)$. Since the number of type-2 vertices is at most $\left|Y^{\prime} \backslash \beta(t)\right|$, the width of the final tree decomposition is bounded by $w+\left|Y^{\prime} \backslash \beta(t)\right|=O\left(p+\left|Y^{\prime}\right|\right)$.

With Corollary 7 in hand, we are ready to apply Baker's technique to compute the DP table of $t$ (provided the DP tables of the children of $t$ ). Recall that computing the DP table of $t$ is equivalent to solving a set of sub-problems $\operatorname{Prob}_{\lambda, l}$ on $G[\gamma(t)]$, where $\operatorname{Prob}_{\lambda, l}$ asks if there exists a solution (contained in Cand) of size at most $l \in[k]$ that is compatible with the configuration $\lambda$ of $\sigma(t)$. Now we define another set of sub-problems on $G[\gamma(t)]$ as follows. For a configuration $\lambda$ of $\sigma(t)$, a number $l \in[k]$, and a set $Y \subseteq \gamma[t]$, we define $\operatorname{Prob}_{\lambda, l, Y}$ as a sub-problem on $G[\gamma(t)]$ that asks if there exists a solution (contained in Cand) of size at most $l$ that is compatible with the configuration $\lambda$ and in addition is disjoint from $Y$ (for edge-deletion problems, a solution is disjoint from $Y$ if none of the edges in the solution is incident to a vertex in $Y$ ). It is clear that the answer to $\operatorname{Prob}_{\lambda, l}$ is YES if the answer to $\operatorname{Prob}_{\lambda, l, Y}$ is YES for some $Y \subseteq \gamma[t]$. Next, we are going to reduce the task of solving the sub-problems $\operatorname{Prob}_{\lambda, l}$ to solving a set of sub-problems $\operatorname{Prob}_{\lambda, l, Y}$, by applying Corollary 7. Set $p=\lfloor\sqrt{k}\rfloor$ and compute the sets $Y_{1}, \ldots, Y_{p} \subseteq \gamma(t) \backslash \sigma(t)$ in Corollary 7. Then we construct a set $\Pi$ of pairs $\left(i, Y^{\prime}\right)$ where $i \in[p]$ and $Y^{\prime} \subseteq Y_{i}$ satisfying three conditions: (1) $|\Pi|=\mid$ Cand $\mid{ }^{O(\sqrt{k})}$, (2) $\left|Y^{\prime}\right|=O(k / p)$ for all $\left(i, Y^{\prime}\right) \in \Pi$, and (3) the answer to $\operatorname{Prob}_{\lambda, l}$ is YES iff the answer to $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ is YES for some $\left(i, Y^{\prime}\right) \in \Pi$. To this end, we consider vertex-deletion and edge-deletion problems separately.

For vertex-deletion problems, Cand $\subseteq V(G)$. We simply define $\Pi$ as the set of all pairs $\left(i, Y^{\prime}\right)$ where $i \in[p]$ and $Y^{\prime} \subseteq Y_{i} \cap$ Cand satisfying $\left|Y^{\prime}\right| \leq h k / p$. Clearly, $|\Pi| \leq p \cdot \mid$ Cand $\left.\right|^{h k / p}=\mid$ Cand $\left.\right|^{O(\sqrt{k})}$. Also, it is obvious that $\Pi$ satisfies condition (2). To see $\Pi$ satisfies condition (3), it suffices to verify the "only if" part (as the "if" part is obvious). Suppose the answer to Prob ${ }_{\lambda, l}$ is YES and consider a solution $V_{\text {sol }} \subseteq \gamma(t) \cap$ Cand to $\operatorname{Prob}_{\lambda, l}$. We have $\left|V_{\text {sol }}\right| \leq l$. Due to property (ii) of Corollary 7, each vertex in $\gamma(t)$ is contained in at most $h Y_{i}$ 's. Therefore, there exists $i \in[p]$ such that $\left|V_{\text {sol }} \cap Y_{i}\right| \leq h l / p \leq h k / p$.

Setting $Y^{\prime}=V_{\text {sol }} \cap Y_{i}$, we now have $\left(i, Y^{\prime}\right) \in \Pi$ and $V_{\text {sol }} \cap\left(Y_{i} \backslash Y^{\prime}\right)=\emptyset$. Thus, $V_{\text {sol }}$ is also a solution to $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$, which implies that the answer to $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ is YES.

For edge-deletion problems, Cand $\subseteq E(G)$. Let Cand $\subseteq \subseteq(G)$ be the set of vertices of $G$ that are incident to the edges in Cand. We have $\left|C a n d^{\prime}\right| \leq 2|C a n d|$. We define $\Pi$ as the set of all pairs $\left(i, Y^{\prime}\right)$ where $i \in[p]$ and $Y^{\prime} \subseteq Y_{i} \cap$ Cand satisfying $\left|Y^{\prime}\right| \leq 2 h k / p$. Clearly, $|\Pi| \leq p \cdot \mid$ Cand $\left.^{\prime}\right|^{2 h k / p}=\mid$ Cand $\left.\right|^{O(\sqrt{k})}$ and $\Pi$ satisfies condition (2). To see $\Pi$ satisfies condition (3), again it suffices to verify the "only if" part. Suppose the answer to $\operatorname{Prob}_{\lambda, l}$ is YES and consider a solution $E_{\text {sol }} \subseteq E(G[\gamma(t)]) \cap$ Cand to $\operatorname{Prob}_{\lambda, l}$. We have $\left|E_{\text {sol }}\right| \leq l$. Let $V_{\text {sol }} \subseteq \gamma(t) \cap$ Cand $^{\prime}$ consist of vertices incident to the edges in $E_{\text {sol }}$; so we have $\left|V_{\text {sol }}\right| \leq 2 l$. By the same argument as in the vertex-deletion problems, we see there exist $i \in[p]$ such that $\left|V_{\text {sol }} \cap Y_{i}\right| \leq 2 h l / p \leq 2 h k / p$. Setting $Y^{\prime}=V_{\text {sol }} \cap Y_{i}$, we now have $\left(i, Y^{\prime}\right) \in \Pi$ and $V_{\text {sol }}$ is disjoint from $Y_{i} \backslash Y^{\prime}$ (hence $E_{\text {sol }}$ is disjoint from $Y_{i} \backslash Y^{\prime}$ ). Thus, $E_{\text {sol }}$ is also a solution to $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$, which implies that the answer to $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ is YES.

By the above argument, to solve a sub-problem $\operatorname{Prob}_{\lambda, l}$, it suffices to solve the sub-problems $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ for all $\left(i, Y^{\prime}\right) \in \Pi$. To this end, we recall the "contraction-friendly" feature of our problems. Since $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ looks for a solution that is disjoint from $Y_{i} \backslash Y^{\prime}$, the "contraction-friendly" feature allows us to contract the connected components of $Y_{i} \backslash Y^{\prime}$ and do DP on a tree decomposition of the resulting graph $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$. If the treewidth of $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$ was small, we can solve $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ efficiently. Unfortunately, we are not able to bound the treewidth of $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$. However, by property (iii) of Corollary 7, we have $\operatorname{tw}\left(G_{t}^{C_{i}} /\left(Y_{i} \backslash Y^{\prime}\right)\right)=O\left(p+\left|Y^{\prime}\right|\right)=O(\sqrt{k})$. So the idea here is to begin with an $O(\sqrt{k})$-width tree decomposition of $G_{t}^{C_{i}} /\left(Y_{i} \backslash Y^{\prime}\right)$ and modify it to obtain a tree decomposition of $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$ that "almost" has width $O(\sqrt{k})$ and has some other good properties. For convenience of exposition, in what follows, we do not distinguish the vertices in $\gamma(t) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$ with their images in $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$, and similarly the vertices in $V\left(G_{t}^{C_{i}}\right) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$ with their images in $G_{t}^{C_{i}} /\left(Y_{i} \backslash Y^{\prime}\right)$. Note that $\sigma(t) \subseteq \gamma(t) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$ and $\gamma(s) \subseteq \gamma(t) \backslash\left(Y_{i} \backslash Y^{\prime}\right)$ for all $s \in C_{i}$ (by the definition of $C_{i}$ ); so they can be viewed as sets of vertices in $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$.

Lemma 8. For any $\left(i, Y^{\prime}\right) \in \Pi$, one can construct in $2^{O(\sqrt{k})} n^{O(1)}$ time a tree decomposition $\mathcal{T}^{*}$ of $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$ with underlying (rooted) tree $T^{*}$ which has the following properties:
(i) each node of $T^{*}$ has at most 3 children;
(ii) the root rt of $T^{*}$ has only one child $\mathrm{rt}^{\prime}$, where $\sigma\left(\mathrm{rt}^{\prime}\right)=\sigma(t)$ and $\beta(\mathrm{rt})=\sigma(t)$;
(iii) for any node $t^{*} \in T^{*}$, either $\beta\left(t^{*}\right)=O(\sqrt{k})$ or $t^{*}$ is a leaf of $T^{*}$ satisfying $\beta\left(t^{*}\right)=\gamma(s)$ and $\sigma\left(t^{*}\right)=\sigma(s)$ for some $s \in C_{i}$.

Proof. Consider a pair $\left(i, Y^{\prime}\right) \in \Pi$. We write $G_{1}=G_{t}^{C_{i}} /\left(Y_{i} \backslash Y^{\prime}\right), G_{1}^{\prime}=G\left[V\left(G_{t}^{C_{i}}\right)\right] /\left(Y_{i} \backslash Y^{\prime}\right), G_{2}=$ $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$. We first notice that $G_{t}^{C_{i}}\left[Y_{i} \backslash Y^{\prime}\right]=G\left[Y_{i} \backslash Y^{\prime}\right]$, because $\sigma(s) \cap Y_{i}=\emptyset$ for all $s \in C_{i}$. Furthermore, $G\left[V\left(G_{t}^{C_{i}}\right)\right]$ is a subgraph of $G_{t}^{C_{i}}$ and the two graphs share the same vertex set. It follows that $G_{1}^{\prime}$ is a subgraph of $G_{1}$ which has the same vertex set as $G_{1}$. On the other hand, we have $V\left(G_{t}^{C_{i}}\right) \subseteq \gamma(t)$, so $G_{1}^{\prime}$ is an induced subgraph of $G_{2}$. Therefore, $V\left(G_{1}\right)$ can be viewed as a subset of $V\left(G_{2}\right)$ and we have $V\left(G_{2}\right)=V\left(G_{1}\right) \cup\left(\bigcup_{s \in C_{i}} \gamma(s)\right)$; for convenience, we do not distinguish the vertices in $V\left(G_{1}\right)$ with their corresponding vertices in $V\left(G_{2}\right)$.

Since $\operatorname{tw}\left(G_{1}\right)=O\left(p+\left|Y^{\prime}\right|\right)=O(\sqrt{k})$ by property (iii) of Corollary 7, we can use Lemma 3 to compute in $2^{O(\sqrt{k})} n^{O(1)}$ time a binary tree decomposition $\mathcal{T}^{*}$ for $G_{1}$ of width $O(\sqrt{k})$. Let $T^{*}$ be the underlying (rooted) tree of $\mathcal{T}^{*}$. We are going to modify $\mathcal{T}^{*}$ to a tree decomposition of $G_{2}$ satisfying the three desired properties. In the first step of modification, we add the vertices in $\sigma(t)$ to the bags of all nodes of $T^{*}$. Then we create a new root rt for $T^{*}$ with bag $\beta(\mathrm{rt})=\sigma(t)$ and let the orginal root $\mathrm{rt}^{\prime}$ of $T^{*}$ be the only child of rt. Clearly, the resulting $\mathcal{T}^{*}$ is still a binary tree decomposition of $G_{1}$ of width $O(\sqrt{k})$, because $|\sigma(t)| \leq h$. In the second step of modification, we add some new nodes (with bags) to $T^{*}$ as follows. For each $s \in C_{i}, \sigma(s)$ forms a clique in $G_{t}^{C_{i}}$ and $\sigma(s) \cap Y_{i}=\emptyset$ by the definition of $C_{i}$. Thus, $\sigma(s)$ also forms
a clique in $G_{1}$. So there exists a node $t^{*} \in T^{*}$ such that $\sigma(s) \subseteq \beta\left(t^{*}\right)$; we call $t^{*}$ the support node of $s$ (if there exist multiple $t^{*} \in T^{*}$ satisfying $\sigma(s) \subseteq \beta\left(t^{*}\right)$, we arbitrarily pick one as the support node of $s$ ). Note that different nodes in $C_{i}$ can have the same support node in $T^{*}$. Now consider a node $t^{*} \in T^{*}$. Suppose $t^{*}$ is the support node of $s_{1}, \ldots, s_{q} \in C_{i}$. We define a binary tree $T_{q}$ with bags as follows. Define $T_{0}$ as the empty tree. For $j \in[q]$, define $T_{j}$ as the tree consisting of a root node with bag $\bigcup_{j^{\prime}=1}^{j} \sigma\left(s_{j^{\prime}}\right)$ whose left subtree is $T_{j-1}$ and right subtree is a single node with bag $\gamma\left(s_{j}\right)$. Note that $T_{q}$ has exactly $q$ leaves in which the $j$-th leftmost leaf has bag $\gamma\left(s_{j}\right)$ and adhesion $\sigma\left(s_{j}\right)$. Also note that the bag of any internal node of $T_{q}$ is a subset of $\beta\left(t^{*}\right)$, and thus is of size $O(\sqrt{k})$. We then add the tree $T_{q}$ to $T^{*}$ as a subtree of $t^{*}$, and call $T_{q}$ the heavy subtree of $t^{*}$. We do this for every $t^{*} \in T^{*}$. This completes the modification of $\mathcal{T}^{*}$.

We now verify that the resulting $\mathcal{T}^{*}$ is indeed a tree decomposition of $G_{2}$ with the three desired properties. Call a node in $T^{*}$ new if it is newly added to $T^{*}$ during our modification and old if it is originally in $T^{*}$. Properties (i) and (ii) follow directly from our construction. To see property (iii), we observe a one-to-one correspondence between the nodes in $C_{i}$ and the new leaves in $T^{*}$. Indeed, each $s \in C_{i}$ corresponds to a leaf $s^{*}$ in the heavy subtree of its support node in $T^{*}$, where we have $\beta\left(s^{*}\right)=\gamma(s)$ and $\sigma\left(s^{*}\right)=\sigma(s)$. It is clear that this correspondence is one-to-one. Consider a node $s^{*} \in T^{*}$. If $s^{*}$ is an old node or is an internal node in a heavy subtree, then $\left|\beta\left(s^{*}\right)\right|=O(\sqrt{k})$. If $s^{*}$ is a new leaf (i.e., a leaf of a heavy subtree), then it corresponds to some $s \in C_{i}$ and we have $\beta\left(s^{*}\right)=\gamma(s)$ and $\sigma\left(s^{*}\right)=\sigma(s)$. So property (iii) holds. To show $\mathcal{T}^{*}$ is a tree decomposition of $G_{2}$, consider an edge $(u, v)$ of $G_{2}$. If $u, v \in V\left(G_{1}\right)$, then $(u, v)$ is an edge of $G_{1}$ and thus $u, v \in \beta\left(t^{*}\right)$ for some old node $t^{*}$ in $T^{*}$, since the original $\mathcal{T}^{*}$ is a tree decomposition of $G_{1}$. Otherwise, one of $u$ and $v$ must be contained in $\gamma(s) \backslash \sigma(s)$ for some $s \in C_{i}$, say $u \in \gamma(s) \backslash \sigma(s)$. Then $v \in \gamma(s)$ as $\sigma(s)=N_{G}(\gamma(s) \backslash \sigma(s))$. Therefore, $u, v \in \beta\left(s^{*}\right)=\gamma(s)$, where $s^{*}$ is the new leaf in $T^{*}$ corresponding to $s$. Now it suffices to show that for any vertex $v \in V\left(G_{2}\right)$, the nodes whose bags containing $v$ form a connected subset in $T^{*}$. Call a node in $T^{*}$ a $v$-node if its bag contains $v$. If $v \in \gamma(s) \backslash \sigma(s)$ for some $s \in C_{i}$, then the only $v$-node in $T^{*}$ is the new leaf corresponding to $s$. Otherwise, we have $v \in V\left(G_{1}\right)$. Since the original $\mathcal{T}^{*}$ is a tree decomposition of $G_{1}$, the old $v$-nodes form a connected subset in $T^{*}$ (which we denote by $X$ ). If $t^{*}$ is an old $v$-node, then $v$ may also be contained in (the bags of the nodes of) the heavy subtree of $t^{*}$. By our construction, if $v$ is contained in a heavy subtree $T_{0}$, then the $v$-nodes in $T_{0}$ form a connected subset that contains the root of $T_{0}$. Therefore, the $v$-nodes in each heavy subtree form a connected subset in $T^{*}$ that is adjacent to $X$. It follows that the $v$-nodes form a connected subset in $T^{*}$.

For a pair $\left(i, Y^{\prime}\right) \in \Pi$, to solve the sub-problems $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$, we compute the tree decomposition $\mathcal{T}^{*}$ in the above lemma and try to do DP on $\mathcal{T}^{*}$. If the width of $\mathcal{T}^{*}$ was exactly $O(\sqrt{k})$, we are good. But $T^{*}$ can have some "heavy" leaves, whose bags might be large. However, by property (iii) of Lemma 8, each leaf $t^{*} \in T^{*}$ with $\beta\left(t^{*}\right)$ not bounded by $O(\sqrt{k})$ satisfies $\gamma\left(t^{*}\right)=\beta\left(t^{*}\right)=\gamma(s)$ and $\sigma\left(t^{*}\right)=\sigma(s)$ for some $s \in C_{i}$. Therefore, the DP table of $t^{*}$ to be computed is nothing but the DP table of $s$ (in the DP procedure on $\mathcal{T}_{\mathrm{RS}}$ ). Recall that when we reach $t$ in the DP procedure on $\mathcal{T}_{\text {RS }}$, the DP tables of all children $s$ of $t$ are already computed. In other words, we have the DP tables of these leaves for free. As such, when doing DP on $\mathcal{T}^{*}$, we do not need to worry about the heavy leaves. The property (i) of Lemma 8 allows us to do DP more conveniently on $\mathcal{T}^{*}$ (for some of our problems). Finally, once the DP on $\mathcal{T}^{*}$ is done, the DP table of the child $\mathrm{rt}^{\prime}$ of the root rt of $T^{*}$ encodes the answers to all the sub-problems $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$, because $\sigma\left(\mathrm{rt}^{\prime}\right)=\sigma(t)$ and $\gamma\left(\mathrm{rt}^{\prime}\right)$ consists of all vertices of $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$, by property (ii) of Lemma 8. After all pairs $\left(i, Y^{\prime}\right) \in \Pi$ are considered, we solve all $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$, which in turn solves all $\operatorname{Prob}_{\lambda, l}$ and computes the DP table of $t$. For a specific problem, if we are able to do DP in $f(\vec{r}, w) \cdot n^{O(1)}$ time on a $w$-width tree decomposition of the graph after contracting some part disjoint from the solution, then solving each $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ takes $f(\vec{r}, \sqrt{k}) \cdot n^{O(1)}$ time, and solving $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ for all $\left(i, Y^{\prime}\right) \in \Pi$ takes $\mid$ Cand $\left.\right|^{O(\sqrt{k})} \cdot f(\vec{r}, \sqrt{k}) \cdot n^{O(1)}$ time since $|\Pi|=\mid$ Cand $\left.\right|^{O(\sqrt{k})}$. As a result, the main DP procedure on $\mathcal{T}_{\text {RS }}$ (i.e., the entire algorithm) takes $\mid$ Cand $\mid{ }^{O(\sqrt{k})} \cdot f(\vec{r}, \sqrt{k}) \cdot n^{O(1)}$ time.

This completes the exposition of the generic framework of our algorithms. The only missing piece now is the DP procedures for various problems, which are standard (and mostly known in literature). We shall give detailed discussions for each of our algorithms individually in Section 5 .

## 4 Proof of Lemma 6

This section is dedicated to proving Lemma 6. In Section 4.1, we first review some basic notions about surface-embedded graphs and establish two technical lemmas (Lemma 9 and Lemma 12) which will be used in the proof of Lemma 6. These two lemmas (especially Lemma 12) might be of independent interest. Then in Section 4.2, we construct the sets $Z_{1}, \ldots, Z_{p}$ in Lemma 6. Finally, in Section 4.3, we prove the sets $Z_{1}, \ldots, Z_{p}$ we construct satisfy the desired property.

### 4.1 Results for surface-embedded graphs

We begin with introducing some basic notions about surface-embedded graphs. Let $\Sigma$ be a connected orientable surface. A $\Sigma$-embedded graph is represented as a pair $(G, \eta)$ where $G$ is the graph and $\eta$ is an embedding of $G$ to $\Sigma$. For any subgraph $G^{\prime}$ of $G, \eta$ induces an embedding of $G^{\prime}$ to $\Sigma$; for convenience, we usually use the same notation " $\eta$ " to denote this subgraph embedding. A face of $(G, \eta)$ refers to (the closure of) a connected component of $\Sigma \backslash \eta(G)$, where $\eta(G)$ is the image of $G$ on $\Sigma$ under the embedding $\eta$. We denote by $F_{\eta}(G)$ the set of faces of $(G, \eta)$. The boundary of a face $f \in F_{\eta}(G)$, denoted by $\partial f$, is the subgraph of $G$ consisting of all vertices and edges that are incident to $f$ (under the embedding $\eta$ ). Note that $f$ itself is a face in its boundary subgraph $(\partial f, \eta)$, i.e., $f \in F_{\eta}(\partial f)$.

Lemma 9. Let $f \in F_{\eta}(G)$ be a face of a $\Sigma$-embedded graph $(G, \eta)$. Then for any face $f^{\prime} \in F_{\eta}(\partial f)$ of $(\partial f, \eta)$ such that $f^{\prime} \neq f$, the graph $\partial f^{\prime}$ has $O(g)$ connected components and the maximum degree of $\partial f^{\prime}$ is $O(g)$, where $g=\operatorname{gns}(\Sigma)$.

Proof. We first figure out what the faces of $\left(\partial f^{\prime}, \eta\right)$ are. As mentioned before, $f^{\prime}$ itself is a face of $\left(\partial f^{\prime}, \eta\right)$. In addition, since $\partial f^{\prime}$ is a subgraph of $\partial f$, there must be another face $f_{0} \in F_{\eta}\left(\partial f^{\prime}\right)$ such that $f \subseteq f_{0}$. By definition, each edge of $\partial f^{\prime}$ is incident to $f^{\prime}$. Also, each edge of $\partial f^{\prime}$ is incident to $f_{0}$, because it is incident to $f$ in $(\partial f, \eta)$. Note that one edge can be incident to at most two faces in a surface-embedded graph, and thus the edges of $\partial f^{\prime}$ are only incident to $f^{\prime}$ and $f_{0}$. It follows that $f^{\prime}$ and $f_{0}$ are the only two faces of $\left(\partial f^{\prime}, \eta\right)$, i.e., $F_{\eta}\left(\partial f^{\prime}\right)=\left\{f^{\prime}, f_{0}\right\}$, because any face of $\left(\partial f^{\prime}, \eta\right)$ must be incident to some edge of $\partial f^{\prime}$.

Based on this observation, we further argue that $\partial f^{\prime}$ has no vertex of degree 0 or 1 . Similarly to the edges, each vertex of $\partial f^{\prime}$ is incident to $f^{\prime}$ (by definition) and also incident to $f_{0}$ since it is incident to $f$ in $(\partial f, \eta)$. But vertices of degree 0 or 1 can only be incident to one face in a surface-embedded graph. Thus, every vertex of $\partial f^{\prime}$ has degree at least 2 .

Now we are ready to prove the lemma. Let $\#_{V}, \#_{E}, \#_{F}, \#_{C}$ be the numbers of vertices, edges, faces, connected components of $\left(\partial f^{\prime}, \eta\right)$. By Euler's formula, $-\#_{V}+\#_{E}-\#_{F}+\#_{C}=O(g)$, where $g$ is the genus of $\Sigma$. We have shown that $\#_{F}=\left|F_{\eta}\left(\partial f^{\prime}\right)\right|=2$. Therefore, $\left(\#_{E}+\#_{C}\right)-\#_{V}=O(g)$. Since every vertex of $\partial f^{\prime}$ has degree at least 2 , we have $\#_{E} \geq \#_{V}$, which implies $\#_{C}=O(g)$. It suffices to show that the maximum degree of $\partial f^{\prime}$ is $O(g)$. Since $\left(\#_{E}+\#_{C}\right)-\#_{V}=O(g)$, we have $2 \#_{E}-2 \#_{V}=O(g)$. Note that $2 \#_{E}-2 \#_{V}=\sum_{v \in V\left(\partial f^{\prime}\right)}(\operatorname{deg}(v)-2)$. We have $\operatorname{deg}(v)-2 \geq 0$ for all $v \in V\left(\partial f^{\prime}\right)$, as each vertex of $\partial f^{\prime}$ has degree at least 2. Thus, $\operatorname{deg}(v)-2 \leq 2 \#_{E}-2 \#_{V}=O(g)$ for all $v \in V\left(\partial f^{\prime}\right)$. As a result, the maximum degree of $\partial f^{\prime}$ is $O(g)$.

The vertex-face incidence (VFI) graph of $(G, \eta)$ is a bipartite graph with vertex set $V(G) \cup F_{\eta}(G)$ and edges connecting every pair $(v, f) \in V(G) \times F_{\eta}(G)$ such that $v$ is incident to $f$ (or equivalently, $v$ is a vertex in $\partial f$ ). For a subset $F \subseteq F_{\eta}(G)$ of faces, let $F^{+} \subseteq V(G) \cup F_{\eta}(G)$ denote the subset consisting of
all $f \in F$ and all $v \in V(G)$ that are on the boundary of some face in $F$, i.e., $F^{+}=\left(\bigcup_{f \in F} V(\partial f)\right) \cup F$. We then define the VFI graph of $(G, \eta)$ restricted to $F$ as the induced subgraph $G^{*}\left[F^{+}\right]$, where $G^{*}$ is the VFI graph of $(G, \eta)$. We notice the following simple fact.

Fact 10. For any $F \subseteq F_{\eta}(G)$, if $\bigcup_{f \in F} f$ is connected (as a subspace of $\Sigma$ ), then the VFI graph of ( $G, \eta$ ) restricted to $F$ is connected. In particular, the VFI graph of $(G, \eta)$ is connected.

Proof. Let $F \subseteq F_{\eta}(G)$ such that $\bigcup_{f \in F} f$ is connected. We denote by $G_{F}^{*}$ the VFI graph of $(G, \eta)$ restricted to $F$. First, we notice that any two faces $f, f^{\prime} \in F$ satisfying $f \cap f^{\prime} \neq \emptyset$ are in the same connected component of $G_{F}^{*}$. Indeed, if $f \cap f^{\prime} \neq \emptyset$, then $V(\partial f) \cap V\left(\partial f^{\prime}\right) \neq \emptyset$ and thus $f \rightarrow v \rightarrow f^{\prime}$ is a path from $f$ to $f^{\prime}$ in $G_{F}^{*}$ for any $v \in V(\partial f) \cap V\left(\partial f^{\prime}\right)$. It follows that all $f \in F$ belong to the same connected component of $G_{F}^{*}$, because $\bigcup_{f \in F} f$ is connected. Note that $F$ is a dominating set of $G_{F}^{*}$ by the definition of $G_{F}^{*}$. Thus, $G_{F}^{*}$ is connected. Finally, since the VFI graph of $(G, \eta)$ is nothing but $G_{F_{\eta}(G)}^{*}$ and $\bigcup_{f \in F_{\eta}(G)} f=\Sigma$ is connected, the VFI graph of $(G, \eta)$ is connected.

Let $G^{*}$ be the VFI graph of $(G, \eta)$. For two vertices $v, v^{\prime} \in V(G)$, the vertex-face distance between $v$ and $v^{\prime}$ in $(G, \eta)$ is defined as the shortest-path distance between $v$ and $v^{\prime}$ in $G^{*}$. In the same way, we can define the vertex-face distance between a vertex and a face of $(G, \eta)$, or between two faces of $(G, \eta)$. The vertex-face diameter of $(G, \eta)$, denoted by diam $^{*}(G, \eta)$, is the maximum vertex-face distance between vertices/faces of $(G, \eta)$ (or equivalently, the graph diameter of $G^{*}$ ). The following lemma follows easily from the work [26] of Eppstein.

Lemma 11. Let $(G, \eta)$ be a $\Sigma$-embedded graph where the genus of the surface $\Sigma$ is $O(1)$. Then we have $\operatorname{tw}(G)=O\left(\operatorname{diam}^{*}(G, \eta)\right)$.

Proof. We obtain another graph from $G$ by adding new vertices and edges as follows. For each face $f \in$ $F_{\eta}(G)$, we add a new vertex $v_{f}$ and edges connecting $v_{f}$ with all vertices in $\partial f$. Let $G^{\prime}$ be the resulting graph. We notice that the embedding $\eta$ of $G$ can be extended to an embedding of $G^{\prime}$ to $\Sigma$. Indeed, we can embed each $v_{f}$ in the interior of the face $f$ and draw the edges connecting $v_{f}$ to the vertices in $\partial f$ inside $f$. Thus, $G^{\prime}$ is a bounded-genus graph. Furthermore, the VFI graph $G^{*}$ of $G$ can be viewed as a subgraph of $G^{\prime}$ which has the same vertex set as $G^{\prime}$, if we identify each $f \in F_{\eta}(G)$ with the vertex $v_{f}$ of $G^{\prime}$. As such, the diameter of $G^{\prime}$ is smaller than or equal to the diameter of $G^{*}$, where the latter is diam ${ }^{*}(G, \eta)$. By the work [26] of Eppstein, the treewidth of a bounded-genus graph is linear in its diameter. So we have $\operatorname{tw}(G) \leq \mathbf{t w}\left(G^{\prime}\right)=O\left(\operatorname{diam}^{*}(G, \eta)\right)$.

The notion of vertex-face distance/diameter can be generalized to the situation where the faces of $(G, \eta)$ are weighted. Let $w: F_{\eta}(G) \rightarrow \mathbb{N}$ be a weight function on the faces of $(G, \eta)$. Recall that $G^{*}$ is the VFI graph of $(G, \eta)$. Consider a simple path $\pi=\left(a_{0}, a_{1}, \ldots, a_{m}\right)$ in $G^{*}$, and write $F_{\pi}=$ $F_{\eta}(G) \cap\left\{a_{0}, a_{1}, \ldots, a_{m}\right\}$. The cost of $\pi$ under the weight function $w$ is defined as $m+\sum_{f \in F_{\pi}} w(f)$, i.e., the length of $\pi$ plus the total weights of the faces that $\pi$ goes through. We define the $w$-weighted vertex-face distance between vertices/faces $a, a^{\prime} \in V(G) \cup F_{\eta}(G)$ in $(G, \eta)$ as the minimum cost of a path connecting $a$ and $a^{\prime}$ in $G^{*}$ under the weight function $w$. Note that $w$-weighted vertex-face distances satisfy the triangle inequality, although they do not necessarily form a metric because the $w$-weighted vertex-face distance from a face $f \in F_{\eta}(G)$ to itself is $w(f)$ rather than 0 . The $w$-weighted vertex-face diameter of $(G, \eta)$, denoted by $\operatorname{diam}_{w}^{*}(G, \eta)$, is the maximum $w$-weighted vertex-face distance between vertices/faces of $(G, \eta)$. Clearly, when $w$ is the zero function, the $w$-weighted vertex-face distance/diameter coincides with the "unweighted" vertex-face distance/diameter defined before. We prove the following important lemma, which can be viewed as a generalization of Lemma 11.

Lemma 12. Let $(G, \eta)$ be a $\Sigma$-embedded graph where the genus of the surface $\Sigma$ is $O(1)$ and $\kappa: F_{\eta}(G) \rightarrow$ $2^{V(G)}$ be a map satisfying $\kappa(f) \subseteq V(\partial f)$. Then we have $\operatorname{tw}\left(G^{\kappa}\right)=O\left(\operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)\right)$, where $G^{\kappa}$ is the graph obtained from $G$ by making $\kappa(f)$ a clique for all $f \in F_{\eta}(G)$ and $w_{\kappa}: F_{\eta}(G) \rightarrow \mathbb{N}$ is a weighted function on the faces of $(G, \eta)$ defined as $w_{\kappa}(f)=|\kappa(f)|$.

Proof. We first construct another graph $G^{\prime}$ from $G$ by adding, for each face $f \in F_{\eta}(G)$, a new vertex $v_{f}$ and edges connecting $v_{f}$ with all vertices in $\kappa(f)$. Also, we extend the embedding $\eta$ of $G$ to an embedding of $G^{\prime}$ to $\Sigma$ by drawing $v_{f}$ in the interior of the face $f$ and drawing the edges connecting $v_{f}$ to the vertices in $\kappa(f)$ inside $f$. For convenience, we still use the notation $\eta$ to denote the embedding of $G^{\prime}$ to $\Sigma$. Note that the degree of each new vertex $v_{f}$ is $w_{\kappa}(f)$. Next, we replace each $v_{f}$ with a grid as follows. Consider a vertex $v_{f}$. Let $e_{1}, \ldots, e_{w_{\kappa}(f)}$ be the edges adjacent to $v_{f}$ sorted in clockwise order around $v_{f}$ under the embedding $\eta$. Now we replace $v_{f}$ with a $w_{\kappa}(f) \times w_{\kappa}(f)$ grid $\Gamma_{f}$ and let the edge $e_{i}$ connect to the $i$-th grid vertex in the top row of $\Gamma_{f}$ for $i \in\left[w_{\kappa}(f)\right]$. We do this for every $v_{f}$ and let $G^{\prime \prime}$ be the resulting graph. The way we replace $v_{f}$ with $\Gamma_{f}$ allows us to modify the embedding of $v_{f}$ and $e_{1}, \ldots, e_{w_{\kappa}(f)}$ to an embedding of $\Gamma_{f}$ and the new $e_{1}, \ldots, e_{w_{\kappa}(f)}$ inside $f$. Specifically, we take a small neighborhood $X$ of $v_{f}$ in $\Sigma$ that is homeomorphism to a disk. We "clear" the drawing of $v_{f}$ and $e_{1}, \ldots, e_{w_{\kappa}(f)}$ in the interior of $X$, and then draw $\Gamma_{f}$ in the interior of $X$ with curves connecting the $i$-th grid vertex in the top row of $\Gamma_{f}$ with the intersection point of (the image of) $e_{i}$ and the boundary of $X$. In other words, we can extend the embedding $\eta$ of $G$ to an embedding of $G^{\prime \prime}$ to $\Sigma$, which we still denote by $\eta$ for convenience.

Claim 1. $\operatorname{diam}^{*}\left(G^{\prime \prime}, \eta\right)=O\left(\operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)\right)$.
Proof of Claim 1. Since the VFI graph of $\left(G^{\prime \prime}, \eta\right)$ is connected, it suffices to show that the vertex-face distance between any two vertices $u, v \in V\left(G^{\prime \prime}\right)$ in $\left(G^{\prime \prime}, \eta\right)$ is $O\left(\operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)\right)$. There are two possibilities for the vertex $u$ (resp., $v$ ): it is either a vertex in $G$ or a vertex in $\Gamma_{f}$ for some $f \in F_{\eta}(G)$. We first consider the case where both $u$ and $v$ are vertices in $G$ (the other cases are similar). Let $\left(u, f_{0}, v_{1}, f_{1} \cdots, v_{q}, f_{q}, v\right)$ be the path in the VFI of $(G, \eta)$ with the minimum cost under the weight function $w_{\kappa}$, where $f_{0}, f_{1} \ldots, f_{q} \in$ $F_{\eta}(G)$ and $v_{1}, \ldots, v_{q} \in V(G)$. So we have $2 q+2+\sum_{i=0}^{q} w_{\kappa}\left(f_{i}\right) \leq \operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)$. For convenience, we write $v_{0}=u$ and $v_{q+1}=v$. We claim that the vertex-face distance between $v_{i-1}$ and $v_{i}$ in $\left(G^{\prime \prime}, \eta\right)$ is at most $2 w_{\kappa}\left(f_{i-1}\right)+2$. Since $v_{i-1}$ (resp., $v_{i}$ ) is incident to $f_{i-1}$ in $(G, \eta)$ and $\eta$ embeds the grid $\Gamma_{f_{i-1}}$ inside $f_{i-1}$, there exists a grid vertex $v_{i-1}^{\prime}\left(\right.$ resp., $\left.v_{i}^{\prime}\right)$ in $\Gamma_{f_{i-1}}$ whose vertex-face distance to $v_{i-1}$ (resp., $v_{i}$ ) in $\left(G^{\prime \prime}, \eta\right)$ is 2. Note that the vertex-face distance between any two grid vertices in $\Gamma_{f_{i-1}}$ is at most $2 w_{\kappa}\left(f_{i-1}\right)-2$. Thus, the vertex-face distance between $v_{i-1}$ and $v_{i}$ in $\left(G^{\prime \prime}, \eta\right)$ is at most $2 w_{\kappa}\left(f_{i-1}\right)+2$. This further implies the the vertex-face distance between $u$ and $v$ in $\left(G^{\prime \prime}, \eta\right)$ is $O\left(q+\sum_{i=0}^{q} w_{\kappa}\left(f_{i}\right)\right)$, which is $O\left(\operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)\right)$. The case where $u$ and/or $v$ is a vertex in some grid $\Gamma_{f}$ can be handled similarly. Specifically, if $u$ is in $\Gamma_{f}$ and $v$ is in $G$ (resp., a vertex in $\Gamma_{f^{\prime}}$ ), then we can show that the vertex-face distance between $u$ and $v$ in $\left(G^{\prime \prime}, \eta\right)$ is linear in the $w_{\kappa}$-weighted vertex-face distance from $f$ to $v$ (resp., $f^{\prime}$ ) in $(G, \eta)$. As a result, $\operatorname{diam}^{*}\left(G^{\prime \prime}, \eta\right)=O\left(\operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)\right)$.

By Claim 1 and Lemma 11, we have $\operatorname{tw}\left(G^{\prime \prime}\right)=O\left(\operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)\right)$. Let $\mathcal{T}$ be a tree decomposition of $G^{\prime \prime}$ of width $w=O\left(\operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)\right)$, and $T$ be the underlying tree of $\mathcal{T}$. Our next plan is to modify $\mathcal{T}$ to obtain an $O(w)$-width tree decomposition of a graph that contains $G^{\kappa}$ as a minor. To this end, we first introduce the notion of central nodes. Let $t \in T$ be a node. Then $T-\{t\}$ is a forest. We say a tree $T^{\prime}$ in the forest $T-\{t\}$ contains a vertex $v \in V\left(G^{\prime \prime}\right)$ if $v \in \beta\left(t^{\prime}\right)$ for some $t^{\prime} \in T^{\prime}$. Note that every vertex in $V\left(G^{\prime \prime}\right) \backslash \beta(t)$ is contained in exactly one tree in the forest $T-\{t\}$, because $\mathcal{T}$ is a tree decomposition. For a subset $V \subseteq V\left(G^{\prime \prime}\right)$ of vertices in $G^{\prime \prime}$, we denote by $\mu(t, V)$ the maximum number of vertices in $V \backslash \beta(t)$ a tree in $T-\{t\}$ contains. We say $t$ is central for $V$ if $\mu(t, V) \leq|V| / 2$, i.e., each tree in the forest $T-\{t\}$ contains at most $|V| / 2$ vertices in $V \backslash \beta(t)$.
Claim 2. For any $V \subseteq V\left(G^{\prime \prime}\right)$, there exists a node in $T$ that is central for $V$.

Proof of Claim 2. We begin from an arbitrary node $t \in T$ and keep walking in $T$ until we reach a central node for $V$ in the following way. If $t$ is a central node for $V$, we are done. Otherwise, there exists a (unique) tree $T^{\prime}$ in the forest $T-\{t\}$ which contains more than $|V| / 2$ vertices in $V \backslash \beta(t)$; let $t^{\prime} \in T^{\prime}$ be the node adjacent to $t$. We then go from $t$ to $t^{\prime}$. To see this walk always terminates, it suffices to show that when we go from $t$ to $t^{\prime}$, we cannot go back to $t$ in the next step. Indeed, if we go from $t$ to $t^{\prime}$, then the tree in $T-\{t\}$ containing $t^{\prime}$ contains more than $|V| / 2$ vertices in $V \backslash \beta(t)$, which implies the tree in $T-\left\{t^{\prime}\right\}$ containing $t$ contains less than $|V| / 2$ vertices in $V \backslash \beta(t)$. So we will not go back to $t$ from $t^{\prime}$ in the next step.

Let $\hat{\kappa}(f) \subseteq V\left(\Gamma_{f}\right)$ consist of the vertices in the last row of the grid $\Gamma_{f}$. By Claim 2, for each $f \in F_{\eta}(G)$, there exists a central node $t_{f} \in T$ for $\hat{\kappa}(f)$. We "drag" the vertices in $\hat{\kappa}(f) \backslash \beta\left(t_{f}\right)$ to the node $t_{f}$ for each $f \in F_{\eta}(G)$ as follows. Consider a face $f \in F_{\eta}(G)$ and a node $t \in T$. We define a set $\alpha_{f}(t) \subseteq \hat{\kappa}(f) \backslash \beta(t)$ as follows. As argued before, every vertex in $\hat{\kappa}(f) \backslash \beta(t)$ is contained in exactly one tree in the forest $T-\{t\}$. Let $\alpha_{f}(t)$ consist of all $v \in \hat{\kappa}(f) \backslash \beta(t)$ such that $t_{f} \notin T_{v}$ where $T_{v}$ is the tree in $T-\{t\}$ containing $v$. We then add all vertices in $\bigcup_{f \in F_{\eta}(G)} \alpha_{f}(t)$ to the bag $\beta(t)$ for all $t \in T$. We show that after this modification, $\mathcal{T}$ is still a tree decomposition of $G^{\prime \prime}$ of width $O(w)$ satisfying an additional condition: for any $f \in F_{\eta}(G)$, there is a node whose bag contains $\hat{\kappa}(f)$. For convenience of exposition, for each node $t \in T$, we write $\beta^{*}(t)$ as the bag of $t$ after the modification and $\beta(t)$ as the bag of $t$ before the modification, i.e., $\beta^{*}(t)=\beta(t) \cup\left(\bigcup_{f \in F_{\eta}(G)} \alpha_{f}(t)\right)$. It is easy to verify that for every $f \in F_{\eta}(G)$ and every $v \in \hat{\kappa}(f) \backslash \beta\left(t_{f}\right)$, the nodes $t \in T$ such that $v \in \alpha_{f}(t)$ form a path from $t_{f}$ to a node adjacent to the connected set $\{t \in T: v \in \beta(t)\}$. Thus, for every vertex $v \in V\left(G^{\prime \prime}\right)$, the nodes $t \in T$ such that $v \in \beta^{*}(t)$ form a connected set in $T$. This implies that $\mathcal{T}$ is a tree decomposition of $G^{\prime \prime}$ after the modification, because we only add vertices to the bags in the modification. Also, it is clear that $\mathcal{T}$ satisfies the additional condition, since $\hat{\kappa}(f) \backslash \beta\left(t_{f}\right) \subseteq \alpha_{f}\left(t_{f}\right)$ and hence $\hat{\kappa}(f) \subseteq \beta^{*}\left(t_{f}\right)$. Therefore, it suffices to show that the width of $\mathcal{T}$ is $O(w)$, i.e., $\left|\beta^{*}(t)\right|=O(w)$ for all $t \in T$. Consider a node $t \in T$. Recall that $\mu(t, V)$ denotes the maximum number of vertices in $V \backslash \beta(t)$ a tree in $T-\{t\}$ can contain. The key observation is the following.

Claim 3. $w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))=O\left(\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|\right)$ for any $f \in F_{\eta}(G)$.
Proof of Claim 3. Suppose the forest $T-\{t\}$ consists of $q$ trees $T_{1}, \ldots, T_{q}$. As argued before, each vertex in $\hat{\kappa}(f) \backslash \beta(t)$ is contained in exactly one of $T_{1}, \ldots, T_{q}$. We say two vertices $v, v^{\prime} \in \hat{\kappa}(f) \backslash \beta(t)$ are separated if $v$ and $v^{\prime}$ are contained in different trees in $\left\{T_{1}, \ldots, T_{q}\right\}$, and two sets $K, K^{\prime} \subseteq \hat{\kappa}(f)$ are separated if $v$ and $v^{\prime}$ are separated for any $v \in K \backslash \beta(t)$ and $v^{\prime} \in K^{\prime} \backslash \beta(t)$. We first show that one can partition $\hat{\kappa}(f)$ into two separated subsets $K$ and $K^{\prime}$ such that both of them are of size at least $\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$. If $|\hat{\kappa}(f) \cap \beta(t)| \geq\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$, then we simply let $K$ be a subset of $\hat{\kappa}(f) \cap \beta(t)$ of size $\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$ and $K^{\prime}=\hat{\kappa}(f) \backslash K$. We have $\left|K^{\prime}\right|=w_{\kappa}(f)-|K|=\left(w_{\kappa}(f)+\mu(t, \hat{\kappa}(f))\right) / 2$ and it is clear that $K$ and $K^{\prime}$ are separated as $K \backslash \beta(t)=\emptyset$. If $|\hat{\kappa}(f) \cap \beta(t)|<\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$, then $\hat{\kappa}(f) \backslash \beta(t) \geq\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$. Let $i \in[q]$ be the smallest index such that $T_{1}, \ldots, T_{i}$ contains at least $\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$ vertices in $\hat{\kappa}(f) \backslash \beta(t)$. Then we define $K$ as the set of vertices in $\hat{\kappa}(f) \backslash \beta(t)$ that are contained in $T_{1}, \ldots, T_{i}$ and define $K^{\prime}=\hat{\kappa}(f) \backslash K$. Clearly, $K$ and $K^{\prime}$ are separated and $|K| \geq$ $\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$. To see $\left|K^{\prime}\right| \geq\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$, observe that $T_{1}, \ldots, T_{i-1}$ contains less than $\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$ vertices in $\hat{\kappa}(f) \backslash \beta(t)$. Since $T_{i}$ can contain at most $\mu(t, \hat{\kappa}(f))$ vertices in $\hat{\kappa}(f) \backslash \beta(t)$, we have $|K| \leq\left(w_{\kappa}(f)+\mu(t, \hat{\kappa}(f))\right) / 2$ and thus $\left|K^{\prime}\right|=w_{\kappa}(f)-|K| \geq\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$.

Next, we show that $\min \left\{|K|,\left|K^{\prime}\right|\right\} \leq\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|$, which directly proves the claim because we have $\min \left\{|K|,\left|K^{\prime}\right|\right\} \geq\left(w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))\right) / 2$. We first observe that for any path $\pi$ in $G^{\prime \prime}$ connecting a vertex $v \in K$ and a vertex $v^{\prime} \in K^{\prime}, \beta(t)$ must contain at least one vertex on $\pi$. Indeed, because $\mathcal{T}$ is a tree decomposition of $G^{\prime \prime}$ (before the modification) and $\pi$ is a connected subgraph of $G^{\prime \prime}$, the nodes whose bags contain at least one vertex on $\pi$ form a connected subset in $T$. This connected subset must contain $t$, since either $\left\{v, v^{\prime}\right\} \cap \beta(t) \neq \emptyset$ or $v$ and $v^{\prime}$ are vertices in $\hat{\kappa}(f) \backslash \beta(t)$ that are contained in different trees in $T-\{t\}$ (as $K$ and $K^{\prime}$ are separated). With this observation, we are ready to show $\min \left\{|K|,\left|K^{\prime}\right|\right\} \leq\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|$.

We have $\min \left\{|K|,\left|K^{\prime}\right|\right\} \leq|\hat{\kappa}(f) \backslash \beta(t)| \leq w_{\kappa}(f)$. If $\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right| \geq w_{\kappa}(f)$, we are done. So assume $\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|<w_{\kappa}(f)$. We say $\beta(t)$ hits a row/column of the grid $\Gamma_{f}$ if there is a vertex in the row/column that is contained in $\beta(t)$. We claim that either all the columns of $\Gamma_{f}$ containing the vertices in $K$ are hit by $\beta(t)$ or all the columns of $\Gamma_{f}$ containing the vertices in $K^{\prime}$ are hit by $\beta(t)$, which implies $\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right| \geq$ $\min \left\{|K|,\left|K^{\prime}\right|\right\}$. Suppose this is not true, then there exist $v \in K$ and $v^{\prime} \in K^{\prime}$ such that the columns $C$ and $C^{\prime}$ containing $v$ and $v^{\prime}$ are not hit by $\beta(t)$. Since $\Gamma_{f}$ has $w_{\kappa}(f)$ rows and $\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|<w_{\kappa}(f)$, there is at least one row $R$ of $\Gamma_{f}$ that is not hit by $\beta(t)$. Consider the path $\pi$ in $\Gamma_{f}$ connecting $v$ and $v^{\prime}$ which goes through $C, R$, and $C^{\prime}$. Since $C, R, C^{\prime}$ are not hit by $\beta(t)$, none of the vertices on $\pi$ is contained in $\beta(t)$. This contradicts with the fact that $\beta(t)$ contains at least one vertex on each path in $G^{\prime \prime}$ connecting a vertex in $K$ and a vertex in $K^{\prime}$. Therefore, $\min \left\{|K|,\left|K^{\prime}\right|\right\} \leq\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|$.

With Claim 3 in hand, we now show $\left|\beta^{*}(t)\right|=O(|\beta(t)|)=O(w)$. We shall show that $\left|\alpha_{f}(t)\right|=$ $O\left(\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|\right)$ for all $f \in F_{\eta}(G)$, which implies $\left|\beta^{*}(t)\right|=O(|\beta(t)|)$ because $\left|\beta^{*}(t)\right| \leq|\beta(t)|+$ $\sum_{f \in F_{\eta}(G)}\left|\alpha_{f}(t)\right|$ and $\sum_{f \in F_{\eta}(G)}\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right| \leq|\beta(t)|$. If $\mu(t, \hat{\kappa}(f)) \leq w_{\kappa}(f) / 2$, then by Claim 3 we have $w_{\kappa}(f)=O\left(\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|\right)$ and thus $\left|\alpha_{f}(t)\right| \leq w_{\kappa}(f)=O\left(\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|\right)$. So assume $\mu(t, \hat{\kappa}(f))>w_{\kappa}(f) / 2$ and let $T^{\prime}$ be the tree in the forest $T-\{t\}$ that contains $\mu(t, \hat{\kappa}(f))$ vertices in $\hat{\kappa}(f) \backslash \beta(t)$. Observe that $t_{f} \in T^{\prime}$ for otherwise $\mu\left(t_{f}, \hat{\kappa}(f)\right) \geq \mu(t, \hat{\kappa}(f))>w_{\kappa}(f) / 2$. Therefore, $\alpha_{f}(t)$ is the set of vertices in $\hat{\kappa}(f) \backslash \beta(t)$ that are not contained in $T^{\prime}$. So we have

$$
\left|\alpha_{f}(t)\right|=|\hat{\kappa}(f) \backslash \beta(t)|-\mu(t, \hat{\kappa}(f)) \leq w_{\kappa}(f)-\mu(t, \hat{\kappa}(f))=O\left(\left|\beta(t) \cap V\left(\Gamma_{f}\right)\right|\right),
$$

where the last equality follows from Claim 3.
Now we have seen that after the modification, $\mathcal{T}$ is a tree decomposition of $G^{\prime \prime}$ of width $O(w)$ satisfying that for any $f \in F_{\eta}(G)$, there is a node whose bag contains $\hat{\kappa}(f)$. Equivalently, $\mathcal{T}$ is an $O(w)$-width tree decomposition of the graph $G^{*}$ obtained from $G^{\prime \prime}$ by making $\hat{\kappa}(f)$ a clique for all $f \in F_{\eta}(G)$. Note that $G^{*}$ contains $G^{\kappa}$ as a minor. Indeed, if we contract the edges on each column of the grid $\Gamma_{f}$ and the edges connecting the vertices in $\kappa(f)$ with the vertices in the first row of $\Gamma_{f}$ for all $f \in F_{\eta}(G)$, then we obtain $G^{\kappa}$ from $G^{*}$. As a result, $\mathbf{t w}\left(G^{\kappa}\right)=O(w)=O\left(\operatorname{diam}_{w_{\kappa}}^{*}(G, \eta)\right)$, which completes the proof.

### 4.2 Constructing the sets $Z_{1}, \ldots, Z_{p}$

Now we begin the proof of Lemma 6. Let us recall the formal definition of almost-embeddable graphs. Since this definition is somehow involved, we first need to introduce some basic notions. A facial disk of a $\Sigma$-embedded graph $(G, \eta)$ is a (topological) disk in $\Sigma$ whose interior is disjoint from the image of $(G, \eta)$ in $\Sigma$. Clearly, a facial disk of $(G, \eta)$ is contained in some face of $(G, \eta)$. For a disk $D$ in $\Sigma$, we define $V(G) \cap_{\eta} D \subseteq V(G)$ as the set of vertices whose images under $\eta$ lie in $D$. If $D$ is a facial disk of $(G, \eta)$, then the images of the vertices in $V(G) \cap_{\eta} D$ under $\eta$ are all on the boundary of $D$; in this case, the vertices in $V(G) \cap_{\eta} D$ can be sorted in clockwise or counterclockwise order along the boundary of $D$. A path decomposition is a tree decomposition in which the underlying tree is a path.

Definition 13 (almost-embeddable graphs). For an integer $h>0$, a graph $G$ is h-almost-embeddable if there exists $A \subseteq V(G)$ with $|A| \leq h$ such that we can write $G-A=G_{0} \cup G_{1} \cup \cdots \cup G_{h}$ and there exist an embedding $\eta$ of $G_{0}$ in a surface $\Sigma$ of genus $h$, $d$ disjoint facial disks $D_{1}, \ldots, D_{h}$ of $\left(G_{0}, \eta\right)$, and $h$ pairs $\left(\tau_{1}, \mathcal{P}_{1}\right), \ldots,\left(\tau_{h}, \mathcal{P}_{h}\right)$ such that the following conditions hold for all $i \in[h]$.

- $G_{1}, \ldots, G_{h}$ are mutually disjoint.
- $V\left(G_{0}\right) \cap_{\eta} D_{i}=V\left(G_{0}\right) \cap V\left(G_{i}\right)$. Set $q_{i}=\left|V\left(G_{0}\right) \cap_{\eta} D_{i}\right|=\left|V\left(G_{0}\right) \cap V\left(G_{i}\right)\right|$.
- $\tau_{i}=\left(v_{i, 1}, \ldots, v_{i, q_{i}}\right)$ is a permutation of the vertices in $V\left(G_{0}\right) \cap_{\eta} D_{i}$ that is compatible with the clockwise or counterclockwise order along the boundary of $D_{i}$;
- $\mathcal{P}_{i}$ is a path decomposition of $G_{i}$ of width at most $h$ whose underlying path $\pi_{i}=\left(u_{i, 1}, \ldots, u_{i, q_{i}}\right)$ is of length $q_{i}-1$ and satisfies $v_{i, j} \in \beta\left(u_{i, j}\right)$ for all $j \in\left[q_{i}\right]$.

We call A the apex set, $G_{0}$ the embeddable skeleton, and $G_{1}, \ldots, G_{h}$ the vortices attached to the disks $D_{1}, \ldots, D_{h}$. Also, we call each pair $\left(\tau_{i}, \mathcal{P}_{i}\right)$ the witness pair of the vortex $G_{i}$, for $i \in[h]$. These components together are called the almost-embeddable structure of $G$.

Let $G$ be an $h$-almost-embeddable graph with apex set $A \subseteq V(G)$, embeddable skeleton $G_{0}$ with an embedding $\eta$ to a genus- $h$ surface $\Sigma$, and vortices $G_{1}, \ldots, G_{h}$ attached to disjoint facial disks $D_{1}, \ldots, D_{h}$ in $\left(G_{0}, \eta\right)$ with witness pairs $\left(\tau_{1}, \mathcal{P}_{1}\right), \ldots,\left(\tau_{h}, \mathcal{P}_{h}\right)$. Let $p \in \mathbb{N}$ be the given number. In this section, we construct the disjoint sets $Z_{1}, \ldots, Z_{p} \subseteq V(G)$ in Lemma 6 , and then in the next section we show these sets satisfy the desired property.

In our construction, the sets $Z_{1}, \ldots, Z_{p}$ will all be subsets of $V\left(G_{0}\right)$. In the first step, we add some "virtual" edges to $G_{0}$. Consider an index $i \in[h]$. Suppose $\tau_{i}=\left(v_{i, 1}, \ldots, v_{i, q_{i}}\right)$. By definition, $v_{i, 1}, \ldots, v_{i, q_{i}}$ are the vertices of $\left(G_{0}, \eta\right)$ that lie on the boundary of $D_{i}$, sorted in clockwise or counterclockwise order. For convenience, we write $v_{i, 0}=v_{i, q_{i}}$. We then add the edges $\left(v_{i, j-1}, v_{i, j}\right)$ for all $j \in\left[q_{i}\right]$ to $G_{0}$, and call them virtual edges. Furthermore, we draw these virtual edges inside (the interior of) the disk $D_{i}$ without crossing (this is possible because $v_{1}, \ldots, v_{q_{i}}$ are sorted along the boundary of $D_{i}$ ). The images of these virtual edges then enclose a disk $D_{i}^{\prime}$ in $D_{i}$. We do this for all indices $i \in[h]$. Let $G_{0}^{\prime}$ denote the resulting graph after adding the virtual edges. Since $D_{1}, \ldots, D_{h}$ are disjoint facial disks in $\left(G_{0}, \eta\right)$, the images of the virtual edges do not cross each other or cross the original edges in $\left(G_{0}, \eta\right)$. Therefore, the drawing of the virtual edges extends $\eta$ to an embedding of $G_{0}^{\prime}$ to $\Sigma$; for simplicity, we still use the notation $\eta$ to denote this embedding. Note that the disks $D_{1}^{\prime}, \ldots, D_{h}^{\prime}$ are faces of $\left(G_{0}^{\prime}, \eta\right)$, which we call vortex faces.

Now fix an arbitrary point $x_{\text {out }} \in \Sigma$ that is disjoint from the image of $G_{0}^{\prime}$ under $\eta$, or equivalently, in the interior of a face of $\left(G_{0}^{\prime}, \eta\right)$. For any $\Sigma$-embedded graph whose image is disjoint from $x_{\text {out }}$, we call the face containing $x_{\text {out }}$ the outer face of the graph. Let $o \in F_{\eta}\left(G_{0}^{\prime}\right)$ be the outer face of $\left(G_{0}^{\prime}, \eta\right)$. For any vertex $v \in V\left(G_{0}^{\prime}\right)=V\left(G_{0}\right)$, the vertex-face distance between $o$ and $v$ in $\left(G_{0}^{\prime}, \eta\right)$ is an odd number (since $o$ is a face and $v$ is a vertex). We define $L_{i} \subseteq V\left(G_{0}^{\prime}\right)$ as the subset consisting of all vertices $v \in V\left(G_{0}^{\prime}\right)$ such that the vertex-face distance between $o$ and $v$ in $\left(G_{0}^{\prime}, \eta\right)$ is $2 i-1$. Let $m \in \mathbb{N}$ be the largest number such that $L_{m} \neq \emptyset$. By Fact 10 , the VFI graph of $\left(G_{0}^{\prime}, \eta\right)$ is connected, and hence $L_{1}, \ldots, L_{m}$ forms a partition of $V\left(G_{0}^{\prime}\right)$. We call $L_{i}$ the $i$-th layer of $\left(G_{0}^{\prime}, \eta\right)$. For convenience, we write $L_{i^{-}}^{i+}=\bigcup_{i=i^{-}}^{i^{+}} L_{i}$ for two indices $i^{-}, i^{+} \in[m]$ that $i^{-} \leq i^{+}$, and write $L_{\geq i}=L_{i}^{m}$ and $L_{>i}=L_{i+1}^{m}$ for $i \in[m]$. Define $\ell: V\left(G_{0}^{\prime}\right) \rightarrow[m]$ as the function which maps each $v \in V\left(G_{0}^{\prime}\right)$ to the unique index $i \in[m]$ such that $v \in L_{i}$. One can easily see the following properties of $L_{1}, \ldots, L_{m}$.

Fact 14. If two vertices $u, v \in V\left(G_{0}^{\prime}\right)$ are incident to a common face of $\left(G_{0}^{\prime}, \eta\right),|\ell(u)-\ell(v)| \leq 1$. Also, if two vertices $u, v \in V\left(G_{0}^{\prime}\right)$ are neighboring in $G_{0}^{\prime},|\ell(u)-\ell(v)| \leq 1$.
Proof. Let $u, v \in V\left(G_{0}^{\prime}\right)$. If $u$ and $v$ are incident to a common face of $\left(G_{0}^{\prime}, \eta\right)$, then the vertex-face distance between $u$ and $v$ in $\left(G_{0}^{\prime}, \eta\right)$ is 2 . Note that the vertex-face distance between $o$ and $u$ (resp., $v$ ) in $\left(G_{0}^{\prime}, \eta\right)$ is $2 \ell(u)-1$ (resp., $2 \ell(v)-1$ ). By the triangle inequality, we have $|(2 \ell(u)-1)-(2 \ell(v)-1)| \leq 2$, which implies $|\ell(u)-\ell(v)| \leq 1$. If $u$ and $v$ are neighboring in $G_{0}^{\prime}$, then $u$ and $v$ are incident to a common face of $\left(G_{0}^{\prime}, \eta\right)$. Indeed, there exists a face of $\left(G_{0}^{\prime}, \eta\right)$ incident to the edge $(u, v)$, and hence incident to both $u$ and $v$. Therefore, $|\ell(u)-\ell(v)| \leq 1$.

Fact 15. Let $o_{i}$ be the outer face of $\left(G_{0}^{\prime}\left[L_{\geq i}\right], \eta\right)$. The following statements are true.
(i) $o_{i}$ is incident to all vertices in $L_{i}$ but no vertex in $L_{>i}$.
(ii) $o_{i}$ is the outer face of $\left(G_{0}^{\prime}\left[L^{\prime}\right], \eta\right)$ for any $L^{\prime}$ that $L_{i} \subseteq L^{\prime} \subseteq L_{\geq i}$.
(iii) The image of any vertex $v \in L_{1}^{i-1}$ in $\Sigma$ under $\eta$ lies in the interior of $o_{i}$.

Proof. We prove the statements by induction on $i$. The base case is $i=1$. We have $L_{\geq 1}=V\left(G_{0}^{\prime}\right)$, and hence $o_{1}=o$ (recall that $o$ is the outer face of $\left(G_{0}^{\prime}, \eta\right)$ ). Note that $o$ is incident to exactly the vertices whose vertex-face distance to $o$ is 1 , i.e., the vertices in $L_{1}$. Therefore, $o_{1}$ is incident to all vertices in $L_{1}$ but no vertex in $L_{\geq 2}$. Now consider a set $L^{\prime}$ that $L_{1} \subseteq L^{\prime} \subseteq L_{\geq 1}$. Since ( $G_{0}^{\prime}\left[L^{\prime}\right], \eta$ ) is a subgraph of $\left(G_{0}^{\prime}\left[L_{\geq 1}\right], \eta\right)=\left(G_{0}^{\prime}, \eta\right)$, the outer face $o_{L^{\prime}}$ of $\left(G_{0}^{\prime}\left[L^{\prime}\right], \eta\right)$ contains $o$. On the other hand, $(\partial o, \eta)$ is a subgraph of $\left(G_{0}^{\prime}\left[L_{1}\right], \eta\right)$, which is in turn a subgraph of $\left(G_{0}^{\prime}\left[L^{\prime}\right], \eta\right)$. So $o_{L^{\prime}}$ is contained in the outer face of $(\partial o, \eta)$, which is clearly $o$. Thus, we have $o_{L^{\prime}}=o=o_{1}$. So statements (i) and (ii) hold for $i=1$, while statement (iii) also holds since $L_{1}^{0}=\emptyset$.

Suppose the statements hold for all $i<j$, and we want to show they hold for $i=j$. Consider the outer face $o_{j}$ of $\left(G_{0}^{\prime}\left[L_{\geq j}\right], \eta\right)$. To verify statement (i), we first show that $o_{j}$ is incident to all vertices in $L_{j}$. We have $o_{j-1} \subseteq o_{j}$ as $\left(G_{0}^{\prime}\left[L_{\geq j}\right], \eta\right)$ is a subgraph of $\left(G_{0}^{\prime}\left[L_{\geq j-1}\right], \eta\right)$. Let $v \in L_{j}$ be a vertex. The vertex-face distance between $o$ and $v$ in $\left(G_{0}^{\prime}, \eta\right)$ is $2 j-1$, so there is a shortest path $\pi=\left(o, v_{1}, f_{1}, \ldots, v_{j-1}, f_{j-1}, v\right)$ in the VFI of $\left(G_{0}^{\prime}, \eta\right)$ connecting $o$ and $v$ where $v_{1}, \ldots, v_{j-1} \in V\left(G_{0}^{\prime}\right)$ and $f_{1}, \ldots, f_{j-1} \in F_{\eta}\left(G_{0}^{\prime}\right)$. Since $\pi$ is a shortest path, the vertex-face distance between $o$ and $v_{j-1}$ in $\left(G_{0}^{\prime}, \eta\right)$ is $2 j-3$, i.e., $v_{j-1} \in L_{j-1}$. Note that $v_{j-1}$ is incident to $f_{j-1}$. Also, $v_{j-1}$ is incident to $o_{j-1}$, by our induction hypothesis. Therefore, if we remove $v_{j-1}$ from $\left(G_{0}^{\prime}\left[L_{\geq j-1}\right], \eta\right)$, then $f_{j-1}$ will be "merged" to the outer face of the resulting graph. It follows that $f_{j-1} \subseteq o_{j}$. Since $v$ is incident to $f_{j-1}$, it is also incident to $o_{j}$. This shows $o_{j}$ is incident to all vertices in $L_{j}$. Next, we show that $o_{j}$ is incident to no vertex in $L_{>j}$. Consider a vertex $v \in L_{>j}$ and a face $f \in F_{\eta}\left(G_{0}^{\prime}\right)$ of $\left(G_{0}^{\prime}, \eta\right)$ incident to $v$. By Fact 14 , for any vertex $v^{\prime} \in V\left(G_{0}^{\prime}\right)$ incident to $f,\left|\ell\left(v^{\prime}\right)-\ell(v)\right| \leq 1$ and hence $\ell\left(v^{\prime}\right) \geq j$. In other words, all vertices incident to $f$ are contained in $L_{\geq j}$. Therefore, $f$ is also a face of $\left(G_{0}^{\prime}\left[L_{\geq j}\right], \eta\right)$. Note that $f \neq o$ since $o$ is only incident to the vertices in $L_{1}$. It follows that $x_{\text {out }} \notin f$ and thus $f$ is not the outer face of $\left(G_{0}^{\prime}\left[L_{\geq j}\right], \eta\right)$. This shows $o_{j}$ is incident to no vertex in $L_{>j}$. So statement (i) follows.

Next, we verify statement (ii). Since $\left(G_{0}^{\prime}\left[L^{\prime}\right], \eta\right)$ is a subgraph of $\left(G_{0}^{\prime}\left[L_{\geq j}\right], \eta\right)$, the outer face $o_{L^{\prime}}$ of $\left(G_{0}^{\prime}\left[L^{\prime}\right], \eta\right)$ contains $o_{j}$. On the other hand, because $o_{j}$ is not incident to any vertex in $L_{>j},\left(\partial o_{j}, \eta\right)$ is a subgraph of $\left(G_{0}^{\prime}\left[L_{j}\right], \eta\right)$, which is in turn a subgraph of $\left(G_{0}^{\prime}\left[L^{\prime}\right], \eta\right)$. So $o_{L^{\prime}}$ is contained in the outer face of $\left(\partial o_{j}, \eta\right)$, which is clearly $o_{j}$. Thus, $o_{L^{\prime}}=o_{j}$ and statement (ii) holds.

Finally, we verify statement (iii). By our induction hypothesis, the image of any $v \in L_{1}^{j-2}$ lies in the interior of $o_{j-1}$ and hence in the interior of $o_{j}$ as $o_{j-1} \subseteq o_{j}$. So it suffices to consider the vertices in $L_{j-1}$. Again, by the induction hypothesis, all vertices in $L_{j-1}$ are incident to $o_{j-1}$ and hence their images are contained in $o_{j}$. To further show that they are contained in the interior of $o_{j}$, observe that the image of any vertex in $V\left(G_{0}^{\prime}\right) \backslash L_{\geq j}$ must lie in the interior of some face of $\left(G_{0}^{\prime}\left[L_{\geq j}\right], \eta\right)$, simply because $\eta$ is an embedding. Therefore, the images of the vertices in $L_{j-1}$ lie in the interior of $o_{j}$, proving statement (iii).

We say a face $f \in F_{\eta}\left(G_{0}^{\prime}\right)$ hits a layer $L_{i}$ if $f$ is incident to some vertex in $L_{i}$. By Fact 14 , any face of $\left(G_{0}^{\prime}, \eta\right)$ can hit at most two layers, which must be consecutive. Recall the vortex faces $D_{1}^{\prime}, \ldots, D_{h}^{\prime}$. If some layer $L_{i}$ is hit by some vortex face, we say $L_{i}$ is a bad layer. Since a face can hit at most two layers and there are $h$ vortex faces, the number of bad layers is at most $2 h$. Now set $p^{\prime}=p+2 h$. We say a number $q \in\left[p^{\prime}\right]$ is $b a d$ if it is congruent to the index of a bad layer modulo $p^{\prime}$, i.e., $q \equiv i\left(\bmod p^{\prime}\right)$ for some $i \in[m]$ such that $L_{i}$ is a bad layer, and is good otherwise. As there are at most $2 h$ bad layers, there are at most $2 h$ bad numbers in $\left[p^{\prime}\right]$. So we can always find $p$ good numbers $q_{1}, \ldots, q_{p} \in\left[p^{\prime}\right]$. We then construct the sets $Z_{1}, \ldots, Z_{p}$ by simply defining $Z_{i}$ as the union of all layers whose indices are congruent to $q_{i}$ modulo $p^{\prime}$, i.e., $Z_{i}=\bigcup_{j=0}^{\left\lfloor\left(m-q_{i}\right) / p^{\prime}\right\rfloor} L_{j p^{\prime}+q_{i}}$. Note that $Z_{i} \subseteq V\left(G_{0}^{\prime}\right)=V\left(G_{0}\right) \subseteq V(G)$ for $i \in[p]$ and $Z_{1}, \ldots, Z_{p}$ are disjoint. Furthermore, it is clear that $Z_{1}, \ldots, Z_{p}$ can be computed in polynomial time given the almost-embeddable structure of $G$.

### 4.3 Bounding the treewidth of $G /\left(Z_{i} \backslash Z^{\prime}\right)$

To prove Lemma 6, it now suffices to show the sets $Z_{1}, \ldots, Z_{p}$ constructed in the previous section satisfy that for any $i \in[p]$ and $Z^{\prime} \subseteq Z_{i}, \operatorname{tw}\left(G /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$. Without loss of generality, it suffices to consider the case $i=1$, as the constructions of $Z_{1}, \ldots, Z_{p}$ are the same. Let $Z^{\prime} \subseteq Z_{1}$ be an arbitrary subset. Our goal is to show $\operatorname{tw}\left(G /\left(Z_{1} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$.

Recall that $Z_{1}=\bigcup_{j=0}^{\left\lfloor(m-q) / p^{\prime}\right\rfloor} L_{j p^{\prime}+q}$ for some good number $q \in\left[p^{\prime}\right]$. For simplicity of exposition, let us define $L_{i}=\emptyset$ for any integer $i \in(-\infty, 0] \cup[m+1,+\infty)$ and write $i_{j}=(j-2) p^{\prime}+q$ for any $j \in \mathbb{N}$. Then we can write $Z_{1}=\bigcup_{j=1}^{m^{\prime}} L_{i_{j}}$, where $m^{\prime}=\left\lfloor(m-q) / p^{\prime}\right\rfloor+2$. We first observe a relation between the treewidth of $G /\left(Z_{1} \backslash Z^{\prime}\right)$ and the treewidth $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$.

Lemma 16. $\operatorname{tw}\left(G /\left(Z_{1} \backslash Z^{\prime}\right)\right)=O\left(h \cdot \operatorname{tw}\left(G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)\right)+h\right)$.
Proof. We first notice that $G\left[Z_{1} \backslash Z^{\prime}\right]=G_{0}\left[Z_{1} \backslash Z^{\prime}\right]=G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$. We have $G-A=G_{0} \cup\left(\bigcup_{i=1}^{h} G_{i}\right)$. The vertices in the intersection of $G_{0}$ and the vortices $G_{1}, \ldots, G_{h}$ are all on the boundaries of the vortex faces $D_{1}^{\prime}, \ldots, D_{h}^{\prime}$. Hence, these vertices all lie in the bad layers of $G_{0}^{\prime}$, while $Z_{1}$ is the union of the good layers $L_{j_{1}}, \ldots, L_{j_{m^{\prime}}}$. This implies $Z_{1} \subseteq V\left(G_{0}\right) \backslash\left(\bigcup_{i=1}^{h} V\left(G_{i}\right)\right)$ and thus $G\left[Z_{1} \backslash Z^{\prime}\right]=G_{0}\left[Z_{1} \backslash Z^{\prime}\right]$. To see $G_{0}\left[Z_{1} \backslash Z^{\prime}\right]=G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$, recall that $G_{0}^{\prime}$ is obtained from $G_{0}$ by adding some virtual edges. The virtual edges are all on the boundaries of the vortex faces $D_{1}^{\prime}, \ldots, D_{h}^{\prime}$, and thus are disjoint from $Z_{1}$. So we have $G_{0}\left[Z_{1} \backslash Z^{\prime}\right]=G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$. Based on this fact, we see that $G_{0} /\left(Z_{1} \backslash Z^{\prime}\right)$ is a subgraph of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ which has the same vertex set as $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$, and $G_{0} /\left(Z_{1} \backslash Z^{\prime}\right)$ is also a subgraph of $G /\left(Z_{1} \backslash Z^{\prime}\right)$. Therefore, the vertex set of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ is a subset of the vertex set of $G /\left(Z_{1} \backslash Z^{\prime}\right)$.

Now let $\mathcal{T}^{*}$ be a tree decomposition of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ of width $w$ and $T^{*}$ be the underlying tree of $\mathcal{T}^{*}$. We are going to modify $\mathcal{T}^{*}$ to a tree decomposition of $G /\left(Z_{1} \backslash Z^{\prime}\right)$ of width $O(h w+h)$, which proves the claim. To this end, we apply the same argument as in [16] (Lemma 5.8). For convenience, we do not distinguish the vertices in $V(G) \backslash\left(Z_{1} \backslash Z^{\prime}\right)$ with their images in $G /\left(Z_{1} \backslash Z^{\prime}\right)$. For each vertex $v$ of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$, we use $T^{*}(v)$ to denote the subset of nodes in $T^{*}$ whose bags contain $v$, which is connected as $\mathcal{T}^{*}$ is a tree decomposition. Consider a vortex $G_{i}$ with the witness pair $\left(\tau_{i}, \mathcal{P}_{i}\right)$. Suppose $\sigma_{i}=\left(v_{i, 1}, \ldots, v_{i, q_{i}}\right)$. Then $\mathcal{P}_{i}$ is a path decomposition of $G_{i}$ with path $P=\left(u_{i, 1}, \ldots, u_{i, q_{i}}\right)$ such that $v_{i, j} \in \beta\left(u_{i, j}\right)$ for all $j \in\left[q_{i}\right]$. We then add the bag $\beta\left(u_{i, j}\right)$ of $\mathcal{P}_{i}$ to the bags of all vertices in $T^{*}\left(v_{i, j}\right)$. We do this for all vortices $G_{1}, \ldots, G_{h}$. After that, we add the apex set $A$ to the bags of all vertices in $T^{*}$. It is easy to verify that $\mathcal{T}^{*}$ (after the modification) is a tree decomposition of $G /\left(Z_{1} \backslash Z^{\prime}\right)$. Indeed, the bags of $\mathcal{T}^{*}$ cover every edge of $G /\left(Z_{1} \backslash Z^{\prime}\right)$ : the edges in $G_{0} /\left(Z_{1} \backslash Z^{\prime}\right)$ are covered by the original bags of $\mathcal{T}^{*}$, the edges in each vortex $G_{i}$ are covered by the bags of the path decomposition $\mathcal{P}_{i}$ (which are added to the bags of the corresponding vertices in $T^{*}$ ), and the edges adjacent to the apex set $A$ are also covered because we add $A$ to all bags of $\mathcal{T}^{*}$. Furthermore, for any vertex $v$ of $G /\left(Z_{1} \backslash Z^{\prime}\right)$, the nodes whose bags containing $v$ are connected in $T^{*}$; this follows from the fact that $\left(v_{i, 1}, \ldots, v_{i, q_{i}}\right)$ forms a path in $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ (which consists of virtual edges) for all $i \in[h]$ and thus $\bigcup_{j=j^{-}}^{j^{+}} T^{*}\left(v_{i, j}\right)$ is connected in $T^{*}$ for any $j^{-}, j^{+} \in\left[q_{i}\right]$. Finally, we observe that the width of $\mathcal{T}^{*}$ is $O(h w+h)$. Consider a node $t^{*} \in T^{*}$. Originally, the size of the bag $\beta\left(t^{*}\right)$ is at most $w+1$. If a vortex $G_{i}$ contains $c_{i}$ vertices in (the original) $\beta\left(t^{*}\right)$, then we added $c_{i}$ bags of the path decomposition $\mathcal{P}_{i}$ to $\beta\left(t^{*}\right)$. Since the vortices $G_{1}, \ldots, G_{h}$ are disjoint, each vertex in $\beta\left(t^{*}\right)$ can be contained in at most one vortex, which implies $\sum_{i=1}^{h} c_{i} \leq w+1$. Therefore, we added at most $w+1$ bags of the path decompositions $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ to $\beta\left(t^{*}\right)$, each of which has size $O(h)$. So after this step, the size of $\beta\left(t^{*}\right)$ is $O(h w)$. Then after we added the apex set $A$ to $\beta\left(t^{*}\right)$, the size $\beta\left(t^{*}\right)$ is $O(h w+h)$ because $|A| \leq h$.

With the above lemma in hand, it now suffices to show $\operatorname{tw}\left(G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$. We shall construct explicitly a tree decomposition of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ of width $O\left(p+\left|Z^{\prime}\right|\right)$. To this end, we first need to define a support tree $T_{\text {supp }}$ as follows. Roughly speaking, $T_{\text {supp }}$ is a tree that interprets the containment relation between the connected components of $G_{0}^{\prime}\left[L_{>i_{1}}\right], \ldots, G_{0}^{\prime}\left[L_{>i_{m^{\prime}}}\right]$. The depth of $T_{\text {supp }}$ is $m^{\prime}$. The
root (i.e., the node in the 0 -th level) of $T_{\text {supp }}$ is a dummy node. For all $j \in\left[m^{\prime}\right]$, the nodes in the $j$-th level of $T_{\text {supp }}$ are one-to-one corresponding to the connected components of $G_{0}^{\prime}\left[L_{>i_{j}}\right]$. The parent of the nodes in the first level is just the root. The parents of the nodes in the lower levels are defined as follows. Consider a node $t \in T_{\text {supp }}$ in the $j$-th level for $j \geq 2$, and let $C_{t}$ be the connected component of $G_{0}^{\prime}\left[L_{>i_{j}}\right]$ corresponding to $t$. Since $G_{0}^{\prime}\left[L_{>i_{j}}\right]$ is a subgraph of $G_{0}^{\prime}\left[L_{>i_{j-1}}\right], C_{t}$ is contained in a unique connected component of $G_{0}^{\prime}\left[L_{>i_{j-1}}\right]$, which corresponds to a node $t^{\prime}$ in the $(j-1)$-th level. We then define the parent of $t$ as $t^{\prime}$. For each node $t \in T_{\text {supp }}$, we associate to $t$ a set $V_{t} \subseteq V\left(G_{0}^{\prime}\right)$ defined as follows. If $t$ is the root of $T_{\text {supp }}, V_{t}=\emptyset$. Suppose $t$ is in the $j$-th level for $j \in\left[\mathrm{~m}^{\prime}\right]$ and is corresponding to the connected component $C_{t}$ of $G_{0}^{\prime}\left[L_{>i_{j}}\right]$. Then let $V_{t}$ consist of all vertices $v \in V\left(C_{t}\right)$ satisfying $i_{j}<\ell(v) \leq i_{j+1}$. We notice the following simple fact.

Fact 17. The support tree $T_{\text {supp }}$ and the associated sets $V_{t}$ satisfy the following properties.
(i) $\left\{V_{t}\right\}_{t \in T_{\text {supp }}}$ is a partition of $V\left(G_{0}^{\prime}\right)$.
(ii) The vertices in each connected component of $G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$ are contained in the same $V_{t}$.
(iii) If two vertices $v \in V_{t}$ and $v^{\prime} \in V_{t^{\prime}}$ are neighboring in $G_{0}^{\prime}$ and $t \neq t^{\prime}$, then either $t$ is the parent of $t^{\prime}$ or $t^{\prime}$ is the parent of $t$.

Proof. To show property (i), we first observe that every vertex $v \in V\left(G_{0}^{\prime}\right)$ belongs to $V_{t}$ for some $t \in T_{\text {supp }}$. Indeed, there exists some $j \in\left[m^{\prime}\right]$ such that $i_{j}<\ell(v) \leq i_{j+1}$. Then $v \in L_{>i_{j}}$ and thus $v$ is contained in some connected component $C$ of $G_{0}^{\prime}\left[L_{>i_{j}}\right]$. Let $t \in T_{\text {supp }}$ be the node in the $j$-th level corresponding to $C$. We have $v \in V_{t}$. Next, we show $V_{t} \cap V_{t^{\prime}}=\emptyset$ if $t \neq t^{\prime}$. Suppose $t$ (resp., $t^{\prime}$ ) is in the $j$-th (resp., $j^{\prime}$-th) level. If $j<j^{\prime}$, then $V_{t} \cap V_{t^{\prime}}=\emptyset$, as $\ell(v) \leq i_{j+1} \leq i_{j^{\prime}}<\ell\left(v^{\prime}\right)$ for all $v \in V_{t}$ and $v^{\prime} \in V_{t^{\prime}}$. Similarly, we have $V_{t} \cap V_{t^{\prime}}=\emptyset$ if $j>j^{\prime}$. So it suffices to consider the case $j=j^{\prime}$. In this case, since $t \neq t^{\prime}, t$ and $t^{\prime}$ correspond to different connected components of $G_{0}^{\prime}\left[L_{>i_{j}}\right]$ which contain the vertices in $V_{t}$ and $V_{t^{\prime}}$ respectively. Hence, $V_{t} \cap V_{t^{\prime}}=\emptyset$. This shows $\left\{V_{t}\right\}_{t \in T_{\text {supp }}}$ is a partition of $V\left(G_{0}^{\prime}\right)$.

Next, we verify property (ii). Consider a connected component $C$ of $G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$. Since $Z_{1}=\bigcup_{j=1}^{m^{\prime}} L_{i_{j}}$ and by Fact 14 the layers $L_{i_{1}}, \ldots, L_{i_{m^{\prime}}}$ are non-adjacent in $G_{0}^{\prime}$ (i.e., there is no edge in $G_{0}^{\prime}$ connecting two layers $L_{i_{j}}$ and $L_{i_{j^{\prime}}}$ for $j \neq j^{\prime}$ ), the vertices in $C$ must be contained in the same layer $L_{i_{j}}$ for some $j \in\left[m^{\prime}\right]$. Also, since $C$ is connected, it must belong to some connected component of $G_{0}^{\prime}\left[L_{>i_{j-1}}\right]$, which corresponds to a node $t \in T_{\text {supp }}$ in the $(j-1)$-th level. By definition, the vertices in $C$ are contained in $V_{t}$.

Finally, we show property (iii). Now let $v \in V_{t}$ and $v^{\prime} \in V_{t^{\prime}}$ be two vertices neighboring in $G_{0}^{\prime}$ and assume $t \neq t^{\prime}$. Suppose $t$ (resp., $t^{\prime}$ ) is in the $j$-th (resp., $j^{\prime}$-th) level. By Fact $14,\left|\ell(v)-\ell\left(v^{\prime}\right)\right| \leq 1$, which implies $\left|j-j^{\prime}\right| \leq 1$. If $j=j^{\prime}$, then $V_{t}$ and $V_{t^{\prime}}$ belong to different connected components of $G_{0}^{\prime}\left[L_{>i_{j}}\right]$ and thus $v$ and $v^{\prime}$ cannot be neighboring in $G_{0}^{\prime}$. So we have either $j=j^{\prime}+1$ or $j^{\prime}=j+1$. Without loss of generality, assume $j=j^{\prime}+1$. Let $t^{*} \in T_{\text {supp }}$ be the parent of $t$, and we claim that $t^{*}=t^{\prime}$. Indeed, both $t^{*}$ and $t^{\prime}$ are in the $j^{\prime}$-th level of $T_{\text {supp }}$. If $t^{*} \neq t^{\prime}$, then $t^{*}$ and $t^{\prime}$ correspond to different connected components $C_{t^{*}}$ and $C_{t^{\prime}}$ of $G_{0}^{\prime}\left[L_{>i_{j}}\right]$ respectively. Note that $v$ is contained in $C_{t^{*}}$ and $v^{\prime}$ is contained in $C_{t^{\prime}}$, which contradicts with the fact that $v$ and $v^{\prime}$ are neighboring. Thus $t^{*}=t^{\prime}$.

Now let us consider the graphs $G_{0}^{\prime}\left[V_{t}\right] /\left(V_{t} \cap\left(Z_{1} \backslash Z^{\prime}\right)\right)$ for $t \in T_{\text {supp }}$. For convenience, we write $J_{t}=G_{0}^{\prime}\left[V_{t}\right] /\left(V_{t} \cap\left(Z_{1} \backslash Z^{\prime}\right)\right)$. By properties (i) and (ii) of Fact 17, each $J_{t}$ is actually an induced subgraph of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ and these induced subgraphs are disjoint and cover all vertices of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$. Furthermore, by property (iii) of Fact 17, the induced subgraph $J_{t}$ is only adjacent to the induced subgraphs at the parent and the children of $t$. Based on this observation, our next plan is the following. We shall construct, for each node $t \in T_{\text {supp }}$, a tree decomposition $\mathcal{T}_{t}^{*}$ of $J_{t}$ of width $O\left(p+\left|Z^{\prime}\right|\right)$ with a good property: for each child $s$ of $t$, there is a bag of $\mathcal{T}_{t}^{*}$ which contains all vertices of $J_{t}$ that are neighboring to $J_{s}$ in $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$. By exploiting this good property, we can then "glue" the tree decompositions $\left\{\mathcal{T}_{t}^{*}\right\}_{t \in T_{\text {supp }}}$ along the edges of $T_{\text {supp }}$ to obtain a tree decomposition for $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ of width $O\left(p+\left|Z^{\prime}\right|\right)$. In what follows, we first describe the gluing step and then show how to construct the tree decompositions $\left\{\mathcal{T}_{t}^{*}\right\}_{t \in T_{\text {supp }}}$.
 tree of $\mathcal{T}_{t}^{*}$. We are going to glue the trees $T_{t}^{*}$ together to obtain a new tree $T^{*}$ and then give each node in $T^{*}$ a bag so that it becomes a tree decomposition $\mathcal{T}^{*}$ of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$. Consider a non-root node $s \in T_{\text {supp }}$ with parent $t$. By the good property of the tree decomposition $\mathcal{T}_{t}^{*}$, there is a node $t^{*} \in T_{t}^{*}$ whose bag $\beta\left(t^{*}\right)$ contains all vertices of $J_{t}$ that are neighboring to $J_{s}$ in $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$; we call $t^{*}$ the portal of $s$. We add an edge to connect the root of $T_{s}^{*}$ and $t^{*}$. We do this for all non-root nodes in $T_{\text {supp }}$. After that, we glue all trees $T_{t}^{*}$ together and obtain the new tree $T^{*}$. Next, we associate to each node $s^{*} \in T^{*}$ a bag $\beta\left(s^{*}\right)$ as follows. Consider a node $s^{*} \in T^{*}$ and suppose $s^{*}$ originally belongs to $T_{s}^{*}$ for $s \in T_{\text {supp }}$. If $s$ is the root, we simply define $\beta\left(s^{*}\right)$ as the bag of $s^{*}$ in the tree decomposition $\mathcal{T}_{s}^{*}$. If $s$ is not the root, let $t$ be the parent of $s$ in $T_{\text {supp }}$ and $t^{*} \in T_{t}^{*}$ be the portal of $s$. We define $\beta\left(s^{*}\right)$ as the union of the bag of $s^{*}$ in $\mathcal{T}_{s}^{*}$ and the bag of $t^{*}$ in $\mathcal{T}_{t}{ }^{*}$. Let $\mathcal{T}^{*}$ be the tree $T^{*}$ with the associated bags.

Fact 18. $\mathcal{T}^{*}$ is a tree decomposition of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ of width $O\left(p+\left|Z^{\prime}\right|\right)$.
Proof. By construction, each bag of $\mathcal{T}^{*}$ is either a bag or the union of two bags of some tree decompositions in $\left\{\mathcal{T}_{t}^{*}\right\}_{t \in T_{\text {supp }}}$. By assumption, the width of each $\mathcal{T}_{t}^{*}$ is $O\left(p+\left|Z^{\prime}\right|\right)$ and hence the size of the bags of $\mathcal{T}^{*}$ is also $O\left(p+\left|Z^{\prime}\right|\right)$. So it suffices to show that $\mathcal{T}^{*}$ is a tree decomposition of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$. We first show that every edge $e$ of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ is covered by some bag of $\mathcal{T}^{*}$. As observed before, either $e$ belongs to the induced subgraph $J_{t}$ for some $t \in T_{\text {supp }}$ or $e$ connects a vertex in $J_{s}$ for some $s \in T_{\text {supp }}$ and a vertex in $J_{t}$ where $t$ is the parent of $s$ in $T_{\text {supp }}$. In the first case, since $\mathcal{T}_{t}^{*}$ is a tree decomposition of $J_{t}$, there is a node $t^{*} \in \mathcal{T}_{t}^{*}$ whose bag contains the two endpoints of $e$. Note that the bag of $t^{*}$ in $\mathcal{T}^{*}$ contains the the bag of $t^{*}$ in $\mathcal{T}_{t}^{*}$, and hence also contains the two endpoints of $e$. In the second case, let $t^{*} \in T_{t}^{*}$ be the portal of $s$. Then the bag of $t^{*}$ in $\mathcal{T}_{t}^{*}$ contains the endpoint of $e$ in $J_{t}$, because it contains all vertices of $J_{t}$ that are neighboring to $J_{s}$ in $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$. Also, there is a node $s^{*} \in T_{s}^{*}$ whose bag in $\mathcal{T}_{s}^{*}$ contains the endpoint of $e$ in $J_{s}$. The bag of $s^{*}$ in $\mathcal{T}^{*}$, which is by definition the union of the bag of $s^{*}$ in $\mathcal{T}_{s}^{*}$ and the bag of $t^{*}$ in $\mathcal{T}_{t}^{*}$, contains both endpoints of $e$. Finally, we show that for any vertex $v$ of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$, the nodes of $T^{*}$ whose bags contain $v$ are connected in $T^{*}$. Suppose $v \in V_{t}$ for $t \in T_{\text {supp }}$. Observe that $v$ is contained in the bags of two types of nodes in $T^{*}$. The first type are the nodes which originally belong to $T_{t}^{*}$ and whose bags in $\mathcal{T}_{t}^{*}$ contain $v$. The second type are all nodes which originally belong to $T_{s}^{*}$ for some child $s$ of $t$ such that the bag of the portal of $s$ in $\mathcal{T}_{t}^{*}$ contains $v$. The nodes of the first type are connected in $T^{*}$ because they are connected in $T_{t}^{*}$. The nodes of the second type form some connected parts each of which consists of the nodes originally belonging to $T_{s}^{*}$ for some child $s$ of $t$. The part corresponding to $T_{s}^{*}$ is adjacent to the portal of $s$, which is a node of the first type since its bag in $\mathcal{T}_{t}^{*}$ contains $v$. In sum, the nodes of the first type are connected and each connected part formed by the nodes of the second type is adjacent to a node of the first type. Therefore, the nodes whose bags contain $v$ are connected in $T^{*}$.

We have seen above that given the tree decompositions $\left\{\mathcal{T}_{t}^{*}\right\}_{t \in T_{\text {supp }}}$, one can construct a tree decomposition of $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$ of width $O\left(p+\left|Z^{\prime}\right|\right)$, which implies $\mathbf{t w}\left(G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$ and further implies $\operatorname{tw}\left(G /\left(Z_{1} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$ by Lemma 16. Therefore, to complete the proof, we only need to show the existence of the tree decompositions $\left\{\mathcal{T}_{t}^{*}\right\}_{t \in T_{\text {supp }} \text {. Recall that } \mathcal{T}_{t}^{*} \text { is required to be a tree de- }}$ composition of $J_{t}=G_{0}^{\prime}\left[V_{t}\right] /\left(V_{t} \cap\left(Z_{1} \backslash Z^{\prime}\right)\right)$ of width $O\left(p+\left|Z^{\prime}\right|\right)$ such that for each child $s$ of $t$ in $T_{\text {supp }}$, there is a bag of $\mathcal{T}_{t}^{*}$ which contains $N_{t, s} \subseteq V_{t}$, the set of all vertices of $J_{t}$ that are neighboring to $J_{s}$ in $G_{0}^{\prime} /\left(Z_{1} \backslash Z^{\prime}\right)$. Note that this requirement is equivalent to saying that $\mathcal{T}_{t}^{*}$ is a tree decomposition of $J_{t}^{\prime}$ of width $O\left(p+\left|Z^{\prime}\right|\right)$, where $J_{t}^{\prime}$ is the graph obtained from $J_{t}$ by making $N_{s, t}$ a clique for all children $s$ of $t$ (because each clique in a graph is contained in some bag of its tree decomposition). So it now suffices to prove $\operatorname{tw}\left(J_{t}^{\prime}\right)=O\left(p+\left|Z^{\prime}\right|\right)$ for all $t \in T_{\text {supp }}$.

Fix $j \in\left[m^{\prime}\right]$ and let us show that $\operatorname{tw}\left(J_{t}^{\prime}\right)=O\left(p+\left|Z^{\prime}\right|\right)$ for all nodes $t$ in the $j$-th level of $T_{\text {supp }}$. Set $i^{-}=i_{j}+1$ and $i^{+}=i_{j+1}$. Recall that the sets $V_{t}$ for the nodes $t$ in the $j$-th level correspond to the vertices of $G_{0}^{\prime}$ in the layers $L_{i^{-}}, \ldots, L_{i^{+}}$. Consider the graph $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$. We say a face $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$
of ( $\left.G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$ is deep if it is not contained in the outer face of $\left(G_{0}^{\prime}\left[L_{i^{+}}\right], \eta\right)$, and is shallow otherwise. For each deep face $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$, we denote by $\mathcal{C}_{f}$ the set of connected components of $G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$ that intersect $\partial f$. For each pair $(f, C)$ where $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$is a deep face and $C \in \mathcal{C}_{f}$, we arbitrarily choose a vertex $u_{f, C}$ in the intersection of $\partial f$ and $C$. Let $U_{f}=\left\{u_{f, C}: C \in \mathcal{C}_{f}\right\}$. We define a function $\kappa: F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right) \rightarrow 2^{L_{i^{-}}^{i^{+}}}$as

$$
\kappa(f)= \begin{cases}U_{f} \cup\left(Z^{\prime} \cap V(\partial f)\right) & \text { if } f \text { is deep, } \\ \emptyset & \text { if } f \text { is shallow. }\end{cases}
$$

Clearly, we have $\kappa(f) \subseteq V(\partial f)$. Consider the graph obtained from $G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]$by making $\kappa(f)$ a clique for all $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$, which we denote by $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}$. We observe the following relation between the graph $\left(G_{0}^{\prime}\left[L_{i}^{i^{+}}\right]\right)^{\kappa}$ and the graphs $J_{t}^{\prime}$.

Fact 19. $J_{t}^{\prime}$ is a minor of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}$ for any node $t$ in the $j$-th level of $T_{\text {supp }}$.
Proof. By definition, $J_{t}=G_{0}^{\prime}\left[V_{t}\right] /\left(V_{t} \cap\left(Z_{1} \backslash Z^{\prime}\right)\right)$. So there is a quotient map $\pi: V_{t} \rightarrow V\left(J_{t}\right)=V\left(J_{t}^{\prime}\right)$, which is surjective. The vertex set of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}$ is $L_{i^{-}}^{i^{+}}$and $V_{t} \subseteq L_{i^{-}}^{i^{+}}$. So it suffices to show that for any $u, v \in V\left(J_{t}^{\prime}\right)$, if $(u, v)$ is an edge in $J_{t}^{\prime}$, then there exist $\hat{u} \in \pi^{-1}(u)$ and $\hat{v} \in \pi^{-1}(v)$ such that $(\hat{u}, \hat{v})$ is an edge in $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}$; if this is true, then $J_{t}^{\prime}$ is a minor of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}\left[V_{t}\right]$ and hence a minor of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}$. If $(u, v)$ is an edge in $J_{t}$, then there exist $\hat{u} \in \pi^{-1}(u)$ and $\hat{v} \in \pi^{-1}(v)$ such that $(\hat{u}, \hat{v})$ is an edge in $G_{0}^{\prime}\left[V_{t}\right]$ and hence an edge in $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}$. So suppose $(u, v)$ is not an edge in $J_{t}$. Then we must have $u, v \in N_{s, t}$ for some child $s$ of $t$. Suppose $C$ is the connected component of $G_{0}^{\prime}\left[L_{>i^{+}}\right]$corresponding to the node $s$. Since $C$ is connected, its image in $\Sigma$ under $\eta$ should be contained in a face $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$. Furthermore, $f$ must be a deep face, because (the image of) $C$ is not contained in the outer face of ( $\left.G_{0}^{\prime}\left[L_{\geq i^{+}}\right]\right)$which is also the outer face of $\left(G_{0}^{\prime}\left[L_{i^{+}}\right]\right)$by statement (ii) of Fact 15 . We claim that there exist $\hat{u} \in \pi^{-1}(u)$ and $\hat{v} \in \pi^{-1}(v)$ such that $\hat{u}, \hat{v} \in \kappa(f)$, which implies $(\hat{u}, \hat{v})$ is an edge in $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}$. Without loss of generality, it suffices to show the existence of $\hat{u}$. There are two cases to be considered: $\pi^{-1}(u)$ is a single vertex in $V_{t} \backslash\left(Z_{1} \backslash Z^{\prime}\right)$ and $\pi^{-1}(u)$ is a connected component of $G_{0}^{\prime}\left[V_{t} \cap\left(Z_{1} \backslash Z^{\prime}\right)\right]$. In the first case, we simply let $\hat{u}$ be the only vertex in $\pi^{-1}(u)$. we must have $\hat{u} \in L_{i^{+}} \subseteq Z_{1}$ since the vertices in $L_{i^{-}}, \ldots, L_{i^{+}-1}$ are not adjacent to any vertex in $V_{s}$ by Fact 14 . But $\hat{u} \notin Z_{1} \backslash Z^{\prime}$, which implies $\hat{u} \in Z^{\prime}$. Furthermore, $\hat{u} \in \partial f$ because $\hat{u}$ is adjacent to some vertex in $V_{s}$ (and hence adjacent to some vertex in $C$ ) while the image of $C$ in $\Sigma$ is contained in $f$. It follows that $\hat{u} \in Z_{1} \cap \partial f \subseteq \kappa(f)$. In the second case, $\pi^{-1}(u)$ must intersect $\partial f$, again because $\pi^{-1}(u)$ is adjacent to some vertex in $V_{s}$. By property (ii) of Fact 17, a connected component of $G_{0}^{\prime}\left[V_{t} \cap\left(Z_{1} \backslash Z^{\prime}\right)\right]$ is also a connected component of $G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$. Thus, we have $\pi^{-1}(u) \in \mathcal{C}_{f}$ (recall that $\mathcal{C}_{f}$ is the set of all connected components of $G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$ which intersect $\partial f)$. By our construction of the set $U_{f}$, there exists a vertex $u_{f, \pi^{-1}(u)} \in U_{f}$ which lies in the intersection of $\partial f$ and $\pi^{-1}(u)$. Setting $\hat{u}=u_{f, \pi^{-1}(u)}$, we have $\hat{u} \in \pi^{-1}(u)$ and $\hat{u} \in U_{f} \subseteq \kappa(f)$.

By the above observation, we have $\operatorname{tw}\left(J_{t}^{\prime}\right) \leq \operatorname{tw}\left(\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}\right)$ for any node $t$ in the $j$-th level of $T_{\text {supp }}$. So it suffices to show $\operatorname{tw}\left(\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}\right)=O\left(p+\left|Z^{\prime}\right|\right)$. Let $w_{\kappa}: F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right) \rightarrow \mathbb{N}$ be the weight function on the faces of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$ defined as $w_{\kappa}(f)=|\kappa(f)|$. Recall that diam $w_{w_{\kappa}}^{*}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$ is the $w_{\kappa^{\prime}}$-weighted vertex-face diameter of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$. By Lemma 12, we have $\operatorname{tw}\left(\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)^{\kappa}\right)=O\left(\operatorname{diam}_{w_{\kappa}}^{*}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)\right)$. In order to bound $\operatorname{diam}_{w_{\kappa}}^{*}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$, we first need to bound the value of the weight function $w_{\kappa}$. Clearly, $w_{\kappa}(f)=0$ if $f$ is shallow. The following observation helps bound $w_{\kappa}(f)$ for deep faces $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$.

Fact 20. Let $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right)\right.$be a deep face of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$. Then $\partial f$ intersects at most $O\left(\left|Z^{\prime}\right|\right)$ connected components of $G_{0}^{\prime}\left[Z_{1} \backslash Z^{\prime}\right]$.

Proof. Let $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$be a deep face. Since $Z_{1}=\bigcup_{j=1}^{m^{\prime}} L_{i_{j}}$, we have $Z_{1} \cap L_{i^{-}}^{i^{+}}=L_{i^{+}}$. So it suffices to show that $\partial f$ intersects $O\left(\left|Z^{\prime}\right|\right)$ connected components of $G_{0}^{\prime}\left[L_{i+} \backslash Z^{\prime}\right]$. Let $o_{i^{+}} \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{+}}\right]\right)$be the outer face of $\left(G_{0}^{\prime}\left[L_{i^{+}}\right], \eta\right)$. By the assumption that $f$ is deep, we have $f \nsubseteq o_{i^{+}}$. Note that $o_{i^{+}}$is also a face of $\left(\partial o_{i^{+}}, \eta\right)$, which is clearly the outer face. Because $\partial o_{i^{+}}$is a subgraph of $G_{0}^{\prime}\left[L_{i^{+}}\right]$which is in turn a subgraph of $G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], f$ must be contained in some face $f^{\prime} \in F_{\eta}\left(\partial o_{i^{+}}\right)$of $\left(\partial o_{i^{+}}, \eta\right)$ other than $o_{i^{+}}$. By statement (i) of Fact 15, all vertices in $L_{i^{+}}$are incident to $o_{i^{+}}$and thus $V\left(\partial o_{i^{+}}\right)=L_{i^{+}}$. Since $f \subseteq f^{\prime}$ and $f^{\prime}$ is a face of $\left(\partial o_{i^{+}}, \eta\right)$, any vertex of $\partial o_{i^{+}}$incident to $f$ must be on the boundary of $f^{\prime}$, which implies $V(\partial f) \cap V\left(\partial o_{i^{+}}\right) \subseteq V\left(\partial f^{\prime}\right)$, i.e., $V(\partial f) \cap L_{i^{+}} \subseteq V\left(\partial f^{\prime}\right)$. Therefore, it suffices to show that $\partial f^{\prime}$ intersects $O\left(\left|Z^{\prime}\right|\right)$ connected components of $G_{0}^{\prime}\left[L_{i^{+}} \backslash Z^{\prime}\right]$. As $f^{\prime}$ is a face of $\left(\partial o_{i^{+}}, \eta\right)$ and $f^{\prime} \neq o_{i^{+}}$, by Lemma 9 , $\partial f^{\prime}$ has $O(h)$ connected components and the maximum degree of $\partial f^{\prime}$ is $O(h)$. It is well-known that after removing $\alpha$ vertices from a graph of maximum degree $\Delta$, the number of connected components of the graph increases by at most $\alpha(\Delta-1)$ (for completeness, we include a proof for this below). Thus, $\partial f^{\prime}-Z^{\prime}$ has $O\left(h+\left|Z^{\prime}\right|(h-1)\right)$ connected components, i.e., $O\left(\left|Z^{\prime}\right|\right)$ connected components. Note that $\partial f^{\prime}-Z^{\prime}$ is a subgraph of $G_{0}^{\prime}\left[L_{i^{+}} \backslash Z^{\prime}\right]$, so every connected component of $\partial f^{\prime}-Z^{\prime}$ is contained in a connected component of $G_{0}^{\prime}\left[L_{i^{+}} \backslash Z^{\prime}\right]$. It follows that $\partial f^{\prime}-Z^{\prime}$ intersects $O\left(\left|Z^{\prime}\right|\right)$ connected components of $G_{0}^{\prime}\left[L_{i^{+}} \backslash Z^{\prime}\right]$, and hence $\partial f^{\prime}$ intersects $O\left(\left|Z^{\prime}\right|\right)$ connected components of $G_{0}^{\prime}\left[L_{i}+\backslash Z^{\prime}\right]$.

Finally, we prove the statement that after removing $\alpha$ vertices from a graph $G$ of maximum degree $\Delta$, the number of connected components of $G$ increases by at most $\alpha(\Delta-1)$. It suffices to consider the case $\alpha=1$, because removing vertices can never increase the maximum degree of the graph. Let $v$ be the vertex to be removed from $G$ and $C$ be the connected component of $G$ containing $v$. Because $C$ is connected, every connected component of $C-\{v\}$ must contain a neighbor of $v$. But $v$ can have at most $\Delta$ neighbors. Therefore, $C-\{v\}$ can have at most $\Delta$ connected components. In other words, after removing $v, C$ splits to at most $\Delta$ connected components. Hence, the number of connected components of $G$ increases by at most $\Delta-1$.

The above observation implies that for any deep face $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right),\left|U_{f}\right|=\left|\mathcal{C}_{f}\right|=O\left(\left|Z^{\prime}\right|\right)$ and thus $w_{\kappa}(f)=O\left(\left|Z^{\prime}\right|\right)$. With this in hand, we can finally bound $\operatorname{diam}_{w_{\kappa}}^{*}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$, which then completes the entire proof of Lemma 6.

Fact 21. $\operatorname{diam}_{w_{\kappa}}^{*}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)=O\left(p+\left|Z^{\prime}\right|\right)$.
Proof. Let $o_{i^{-}}$be the outer face of $\left(G_{0}^{\prime}\left[L_{\geq^{-}}\right], \eta\right)$, which is also the outer face of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$ by statement (ii) of Fact 15 . We first show that for any vertex $v \in L_{i^{-}}^{i^{+}}$, the $w_{\kappa}$-weighted vertex-face distance between $o_{i^{-}}$and $v$ in $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$ is $O(p)$. Suppose $v \in L_{i}$. So the vertex-face distance between the outer face $o$ of $\left(G_{0}^{\prime}, \eta\right)$ and $v$ in $\left(G_{0}^{\prime}, \eta\right)$ is $2 i-1$. Let $\pi=\left(o, v_{1}, f_{1}, \ldots, v_{i-1}, f_{i-1}, v\right)$ be a shortest path in the VFI graph of $\left(G_{0}^{\prime}, \eta\right)$ connecting the outer face $o$ of $\left(G_{0}^{\prime}, \eta\right)$ and $v$, where $v_{1}, \ldots, v_{i-1} \in V\left(G_{0}^{\prime}\right)$ and $f_{1}, \ldots, f_{i-1} \in F_{\eta}\left(G_{0}^{\prime}\right)$. Since $\pi$ is a shortest path, we have $v_{j} \in L_{j}$ for all $j \in[i-1]$. We claim that $f_{i^{-}}, \ldots, f_{i-1} \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$and $f_{i^{-}+1}, \ldots, f_{i-1}$ are all shallow faces. Let $j \in\left\{i^{-}+1, \ldots, i-1\right\}$. Then $f_{j}$ is incident to $v_{j-1} \in L_{j-1}$ and $v_{j} \in L_{j}$. By Fact 14, all vertices incident to $f_{j}$ must lie in $L_{j-1}$ or $L_{j}$, which implies $V\left(\partial f_{j}\right) \subseteq L_{j-1} \cup L_{j} \subseteq L_{i^{-}}^{i^{+}}$. Therefore, $f_{j}$ is also a face of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$, i.e., $f_{j} \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{+}}^{i^{+}}\right]\right)$. To see $f_{j}$ is a shallow face, we need to show that $f_{j} \subseteq o_{i^{+}}$where $o_{i^{+}}$is the outer face of $\left(G_{0}^{\prime}\left[L_{i^{+}}\right], \eta\right)$. Since $G_{0}^{\prime}\left[L_{i^{+}}\right]$is a subgraph of $G_{0}^{\prime}, f_{j}$ must be contained in some face of ( $\left.G_{0}^{\prime}\left[L_{i^{+}}\right], \eta\right)$. In addition, as $f_{j}$ is incident to $v_{j-1}$ and $v_{j-1}$ is in the interior of $o_{i^{+}}$by statement (iii) of Fact $15, f_{j}$ cannot be contained in any face of $\left(G_{0}^{\prime}\left[L_{i^{+}}\right], \eta\right)$ other than $o_{i^{+}}$. Thus, $f_{j} \subseteq o_{i^{+}}$. This shows $f_{i^{-}}, \ldots, f_{i-1}$ are all shallow faces of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$. By statement (i) of Fact $15, o_{i^{-}}$is incident to $v_{i^{-}}$as $v_{i^{-}} \in L_{i^{-}}$. Thus, we obtain a path $\left(o_{i^{-}}, v_{i^{-}}, f_{i^{-}}, \ldots, v_{i-1}, f_{i-1}, v\right)$ connecting $o_{i^{-}}$and $v$ in $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$. The cost of this path is $\left(2 i-2 i^{-}+1\right)+w_{\kappa}\left(o_{i^{-}}\right)+\sum_{j=i^{-}}^{i-1} w_{\kappa}\left(f_{j}\right)$. Since $f_{i^{-}}, \ldots, f_{i-1}$ are all shallow, $w_{\kappa}\left(f_{i^{-}}\right)=$ $\cdots=w_{\kappa}\left(f_{i-1}\right)=0$. Also, $o_{i^{-}}$is shallow because $o_{i^{-}} \subseteq o_{i^{+}}$, so $w_{\kappa}\left(o_{i^{-}}\right)=0$. Therefore, the cost of the
path is $2 i-2 i^{-}+1=O(p)$. It follows that the $w_{\kappa}$-weighted vertex-face distance between $o_{i^{-}}$and any $v \in L_{i^{-}}^{i^{+}}$in $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$ is $O(p)$. By the triangle inequality, this further implies the $w_{\kappa}$-weighted vertex-face distance between any two vertices $v, v^{\prime} \in L_{i^{-}}^{i^{+}}$in $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$ is $O(p)$. By Fact 10 , every $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$ is adjacent to some $v \in L_{i^{-}}^{i^{+}}$in the VFI graph of $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$. Therefore, the $w_{\kappa}$-weighted vertex-face distance between two faces $f, f^{\prime} \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$in $\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)$ is $O\left(p+w_{\kappa}(f)+w_{\kappa}\left(f^{\prime}\right)\right)$, and the $w_{\kappa^{-}}$ weighted vertex-face distance between a vertex $v \in L_{i^{-}}^{i^{+}}$and a face $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$is $O\left(p+w_{\kappa}(f)\right)$. Note that $w_{\kappa}(f)=O\left(\left|Z^{\prime}\right|\right)$ for all $f \in F_{\eta}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right]\right)$, which implies that $\operatorname{diam}_{w_{\kappa}}^{*}\left(G_{0}^{\prime}\left[L_{i^{-}}^{i^{+}}\right], \eta\right)=O\left(p+\left|Z^{\prime}\right|\right)$.

## 5 Applications of the framework

In this section, we apply our framework of Section 3 on various problems to obtain sub-exponential algorithms on $H$-minor free graphs. Given the framework, its application on a problem is fairly straightforward, except we have to ensure that the problem satisfies the requirements of this framework. First, we apply this framework on Odd Cycle Transversal and describe all the steps in detail. For other problems, the applications are similar. Thus, for convenience, we will just describe the changes needed for those problems omitting the trivial details. In all of our problems, we assume that the input graph is $H$-minor-free.

### 5.1 ODD CYCLE TRANSVERSAL and EDGE BIPARTIZATION

First, we consider the Odd Cycle Transversal (OCT) problem. In OCT, we are given a graph $G=$ $(V, E)$ and a parameter $k$, and we would like to decide whether there is a subset $V^{\prime} \subseteq V$ of size at most $k$ such that for each odd cycle $C$ in $G$, there is a vertex of $C$ that is in $V^{\prime}$. If there is such a subset, we refer to it as a solution. By abusing the notation, we refer to a solution to the OCT problem also as an OCT. The distinction should be clear from the context. Following our framework, the first step is to apply Lemma 5 to obtain a candidate set Cand $\subseteq V$ for the instance. Note that this takes only a polynomial time. For our purpose, it is sufficient to find a solution which is a subset of Cand. Henceforth, by the term solution we always mean a solution in Cand.

Note that after removing the vertices in an OCT from $G$, a bipartite graph is left. For such a bipartition, we arbitrarily define the left and the right side (or partition). Consider any subgraph $G_{1}=\left(V_{1}, E_{1}\right)$ and fix any solution to OCT on $G_{1}$. We define a configuration $\lambda$ of $V^{\prime} \subseteq V_{1}$ with respect to the solution as a map $V^{\prime} \rightarrow\{0,1,2\}$. The three values $0,1,2$ denote whether the corresponding vertex $v \in V^{\prime}$ is in the OCT, is in the left side of the residual bipartite graph (after removing the solution OCT) or is in the right side of the residual bipartite graph. As we want our solution to be a subset of Cand, the 0 -vertices must always come from Cand. Also, as the residual graph is bipartite, any two 1 -vertices (resp., 2-vertices) cannot be neighboring. Otherwise, we say the configuration is not valid.

### 5.1.1 Contraction-friendly tree-decomposition DP

First, we describe the desired contraction-friendly tree-decomposition DP for OCT. We are given an $n$-vertex graph $G=(V, E)$, a (possibly empty) subset $X \subseteq V$, and a tree-decomposition $\mathcal{T}$ of $G / X$. Let $T$ be the underlying tree of $\mathcal{T}$. For any $0 \leq l \leq k$, we would like to decide whether there is a solution to OCT on $G$ of size $l$ which is disjoint from $X$. In particular, we would like to use the tree-decomposition $\mathcal{T}$ to solve this problem efficiently. For that purpose, first we define a set of sub-problems on each node $t \in T$. As the bag $\beta(t)$ of $t$ might contain contracted vertices, we have to be careful in defining the sub-problems.

To define the sub-problem, we need the following definition. For each subset $V^{\prime}$ of vertices in $G / X$, let $(G / X)\left(V^{\prime}\right)^{-1}$ be the subgraph of $G$ that is the pre-image of $(G / X)\left[V^{\prime}\right]$, i.e., $(G / X)\left(V^{\prime}\right)^{-1}$ is obtained by undoing the contractions of all vertices in the induced subgraph $(G / X)\left[V^{\prime}\right]$.

Observation 22. The number of distinct (valid) configurations of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ with respect to the solutions disjoint from $X$ is $2^{O\left(\left|V^{\prime}\right|\right)}$.

Proof. For each contracted vertex $v$ of $V^{\prime}$, consider the connected component $C$ in $G[X]$ corresponding to $v$. Then as the solutions we seek are disjoint from $X, C$ must be bipartite. Hence, the number of distinct valid configuration of the vertices in $C$ with respect to such solutions is only 2 depending on which partition is designated as the left or right. Also, any vertex in $V^{\prime}$ whose pre-image in $V(G)$ is a single vertex outside $X$ can have 3 configurations. Hence, the number of such distinct configurations of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ is at most $3^{\left|V^{\prime}\right|}=2^{O\left(\left|V^{\prime}\right|\right)}$.

Note that given $(G / X)\left(V^{\prime}\right)^{-1}$, one can easily compute the $2^{O\left(\left|V^{\prime}\right|\right)}$ such configurations. For any solution $S$ and a configuration $\lambda$ of a set of vertices $V^{\prime}$, we say $S$ is consistent with $\lambda$ if the 0 -vertices of $V^{\prime}$ are in $S$, and 1- and 2-vertices of $V^{\prime}$ are in the left and right side of the residual bipartite graph. For every valid configuration $\lambda$ of the vertices in $(G / X)(\sigma(t))^{-1}$ and $0 \leq l \leq k$, we define a sub-problem where the goal is to decide whether there is a solution to OCT on $(G / X)(\gamma(t))^{-1}$ which is disjoint from $X$, is consistent with $\lambda$ and uses exactly $l$ vertices of $(G / X)(\gamma(t) \backslash \sigma(t))^{-1}$. Thus, in this sub-problem, the solution contains 0 -vertices of $\sigma(t)$ and $l$ additional vertices from $(G / X)(\gamma(t) \backslash \sigma(t))^{-1}$. We store a DP table $L(t)$ indexed by $(\lambda, l)$, for all valid configurations $\lambda$ of $(G / X)(\sigma(t))^{-1}$ and $0 \leq l \leq k$. The entry of $L(t)$ corresponding to the pair $(\lambda, l)$ stores the YES/NO solution for the sub-problem defined by $\lambda$ and $l$. By Observation 22 , the number of entries in $L(t)$ is $2^{O(|\sigma(t)|)} \cdot k$, and all such relevant configurations can be computed in $2^{O(|\sigma(t)|)} n^{O(1)}$ time.

For our application, we cannot assume that the width of $\mathcal{T}$ is bounded. Instead, we make two assumptions: (i) the bag size of each non-leaf vertex in $T$ is bounded by a parameter $w$, and (ii) for each leaf $t \in T$, either the bag size is bounded by $w$ or the table $L(t)$ is given to us. With these assumptions, we show that the table entries corresponding to all vertices of $T$ can be computed in time $2^{O(w)} n^{O(1)}$.

Consider any leaf node $t \in T$. If the table $L(t)$ is given to us, we are done. Otherwise, $|\beta(t)| \leq w$ by assumption. Suppose we want to compute the entry of the table $L(t)$ corresponding to $(\lambda, l)$. Since $|\beta(t)| \leq w$, the valid configurations of the vertices in $(G / X)(\beta(t))^{-1}$ is $2^{O(w)}$. We simply enumerate all these configurations. Each such configuration gives us an OCT $S \subseteq \beta(t)$ of $G[\beta(t)]$. If $S$ is a solution to the sub-problem $(\lambda, l)$, the entry should be YES. If none of these $S$ is a solution to the sub-problem $(\lambda, l)$, the entry should be NO.

Now consider any non-leaf vertex $t \in T$. We can assume that the tables corresponding to the children of $t$ are already computed. Fix any configuration $\lambda$ of the vertices in $(G / X)(\sigma(t))^{-1}$ and an integer $0 \leq l \leq k$. We want to compute the entry in $L(t)$ with respect to $(\lambda, l)$. First, we guess a configuration $\lambda^{\prime}$ of the vertices in $(G / X)(\beta(t) \backslash \sigma(t))^{-1}$ with respect to the solutions disjoint from $X$. Thus, we have the configuration of all vertices in $\beta(t)$. This gives us the configuration $\lambda(s)$ of $\sigma(s)$ for each child $s$ of $t$. We note that the vertices of $\beta(t)$ might be shared by multiple children. But, in our sub-problems, the solution size does not account for the vertices in the adhesion. Thus, these solutions account for disjoint sets of vertices, and hence the sub-problems can be treated as independent. Let $l^{u}$ be the number of 0 -vertices in $\beta(t) \backslash \sigma(t)$ with respect to $\lambda^{\prime}$. Then, we would like to compute a solution, which consists of these 0 -vertices and $l_{s}$ vertices from $(G / X)(\gamma(s) \backslash \sigma(s))^{-1}$ for each child $s$ of $t$, where $l=l^{u}+\sum_{s} l_{s}$. Using the tables of the children, we can easily compute such a solution if possible, and hence the entry $(\lambda, l)$ can be computed in polynomial time. Now, as we need to enumerate all possible $2^{O(|\beta(t) \backslash \sigma(t)|)}$ configurations $\lambda^{\prime}$, it is not hard to see that computation of each entry takes $2^{O(|\beta(t) \backslash \sigma(t)|)} n^{O(1)}$ time. Hence, the table for $t$ can be computed in time $2^{O(|\beta(t)|)} n^{O(1)}=2^{O(w)} n^{O(1)}$.

### 5.1.2 The algorithm

Now, we describe our main algorithm. First, we apply Lemma 4 to compute in polynomial time a tree decomposition $\mathcal{T}_{\text {RS }}$ of $G$ with adhesion size at most $h$ in which the torso of each vertex is $h$-almost-embeddable. Note that $h$ is a constant which depends only on $H$. Given $\mathcal{T}_{\text {RS }}$, the idea is to employ a DP on it to solve OCT on $G$. However, we have to be careful here, as the width of $\mathcal{T}_{\text {RS }}$ can be very large. Next, we describe our DP based algorithm to solve OCT on $\mathcal{T}_{\text {RS }}$.

Let $T_{\mathrm{RS}}$ be the underlying tree of $\mathcal{T}_{\mathrm{RS}}$. The DP algorithm stores a table $M(t)$ for each vertex $t \in T_{\mathrm{RS}}$. Each entry of $M(t)$ is indexed by a tuple ( $\lambda, l)$ for a configuration $\lambda$ of $\sigma(t)$ and an integer $0 \leq l \leq k$ which stores a boolean value YES/NO based on whether or not there is an OCT for $G[\gamma(t)]$ such that the OCT is consistent with $\lambda$ and uses exactly $l$ vertices of $\gamma(t) \backslash \sigma(t)$. That is, the entry with respect to $(\lambda, l)$ stores the solution of the problem $\operatorname{Prob}_{\lambda, l}$ as defined in our framework. Note that the size of the table $M(t)$ is $O(k)$, as $\sigma(t)$ is at most the constant $h$. Next, we show how to compute the entries of $M(t)$.

Consider any vertex $t \in T_{\text {RS }}$. We can assume that the table entries corresponding to the children (if any) of $t$ are already computed. This is true, as in the base case, we deal with the leaves of $T_{\text {RS }}$. Recall in our framework, we defined the sub-problem $\operatorname{Prob}_{\lambda, l, Y}$ for $Y \subseteq \gamma(t)$ as the problem asking whether there is a solution for $\operatorname{Prob}_{\lambda, l}$ that is disjoint from $Y$. First, we apply Corollary 7 on $t$ with $p=\lfloor\sqrt{k}\rfloor$ to obtain the sets $Y_{1}, \ldots, Y_{p} \subseteq \gamma(t) \backslash \sigma(t)$. Then, following the framework, we construct the set $\Pi$ of pairs $\left(i, Y^{\prime}\right)$, where $i \in[p]$ and $Y^{\prime} \subseteq Y_{i}$, satisfying three conditions: (1) $|\Pi|=|\mathrm{Cand}|^{O(\sqrt{k})}$, (2) $\left|Y^{\prime}\right|=O(k / p)$ for all $\left(i, Y^{\prime}\right) \in \Pi$, and (3) for any configuration $\lambda$ of $\sigma(t)$ and $0 \leq l \leq k$, the answer to $\operatorname{Prob}_{\lambda, l}$ is YES iff the answer to $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ is YES for some $\left(i, Y^{\prime}\right) \in \Pi$. Thus, we can focus on a fixed set $Y^{\prime} \subseteq Y_{i}$ and solve $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ for all $\lambda$ and $l$. Again, following the framework, we apply Lemma 8 to obtain a treedecomposition $\mathcal{T}^{*}$ of $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$ in time $2^{O(\sqrt{k})} n^{O(1)}$. We shall apply the DP procedure described in the previous section on $\mathcal{T}^{*}$. Specifically, on each node $t^{*}$ of the underlying tree $T^{*}$ of $\mathcal{T}^{*}$, we want to compute the table $L\left(t^{*}\right)$ indexed by $(\lambda, l)$, for all valid configurations $\lambda$ of $\left(G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)\right)\left(\sigma\left(t^{*}\right)\right)^{-1}$ and $0 \leq l \leq k$.. Any non-leaf vertex in the underlying tree $T^{*}$ of $\mathcal{T}^{*}$ has bag size $O(\sqrt{k})$. However, for a leaf, the bag size can be large. Nevertheless, by property (iii) in Lemma 8, for such a leaf $t^{*} \in T^{*}$, $\gamma\left(t^{*}\right)=\beta\left(t^{*}\right)=\gamma(s)$ and $\sigma\left(t^{*}\right)=\sigma(s)$ for some child $s$ of $t$. Thus, the table $L\left(t^{*}\right)$ is nothing but the table $M(s)$ for $s$ (in the DP on $T_{\mathrm{RS}}$ ), and by assumption, the table $M(s)$ is already computed. Therefore, as we have shown in the previous section, the DP on $\mathcal{T}^{*}$ can be done in $2^{O(\sqrt{k})} n^{O(1)}$ time. Now, by Property (ii) in Lemma 8, the root rt of $T^{*}$ has only one child $\mathrm{rt}^{\prime}$, where $\sigma\left(\mathrm{rt}^{\prime}\right)=\sigma(t)$ and $\beta(\mathrm{rt})=\sigma(t)$, which implies $\gamma\left(\mathrm{rt}^{\prime}\right)$ contains all vertices in $G[\gamma(t)] /\left(Y_{i} \backslash Y^{\prime}\right)$. Also note that $\sigma(t) \cap Y_{i}=\emptyset$, and so $\sigma(t) \cap\left(Y_{i} \backslash Y^{\prime}\right)=\emptyset$. Thus, the vertices of $\sigma(t)$ are not contracted in $\mathcal{T}^{*}$. Hence, the table $L\left(\mathrm{rt}^{\prime}\right)$ encodes the answers for the sub-problems $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ for all $(\lambda, l)$. After considering all pairs $\left(i, Y^{\prime}\right) \in \Pi$, we solve all sub-problems $\operatorname{Prob}_{\lambda, l, Y_{i} \backslash Y^{\prime}}$ and compute the DP table $M(t)$ for $t$. Note that in our solutions, we do not count the vertices of $\sigma(t)$. But, this can be easily fixed at the end by adding the 0 -vertices for each configuration to the computed solution and computing the best combined solution.

Now, the DP on $T^{*}$ takes $2^{O(\sqrt{k})} n^{O(1)}$ time. Also, the total number of pairs $\left(i, Y^{\prime}\right)$ in $\Pi$ is $\mid$ Cand $\left.\right|^{O(\sqrt{k})}$. Thus, the computation of $M(t)$ takes in total $\mid$ Cand $\left.\right|^{O(\sqrt{k})} \cdot 2^{O(\sqrt{k})} \cdot n^{O(1)}$ time. By Lemma 5, the size of Cand for OCT is $k^{O(1)}$. Subsequently, we obtain the time bound of $2^{O(\sqrt{k} \log k)} n^{O(1)}$. It follows that the OCT problem on $G$ can be solved in the same time. The computation of the candidate set Cand is randomized with success probability $1-1 / 2^{n}$. So we conclude the following.

Theorem 23. Odd Cycle Transversal on H-minor free graphs can be solved in $2^{O(\sqrt{k} \log k)} n^{O(1)}$ time by a randomized algorithm with success probability $1-1 / 2^{n}$.

Besides computing the candidate set Cand using the randomized algorithm in Lemma 5, we can also use the trivial candidate set Cand $=V(G)$. In this case, we obtain an $n^{O(\sqrt{k})}$-time deterministic algorithm.

Theorem 24. Odd Cycle Transversal on $H$-minor free graphs can be solved in $n^{O(\sqrt{k})}$ time.

### 5.1.3 Edge Bipartization

The Edge Bipartization (EB) problem is similar to OCT, except here we need to remove a subset of edges. Formally, we are given an $H$-minor-free graph $G=(V, E)$ and a parameter $k$, and we would like to decide whether there is a subset $E^{\prime} \subseteq E$ of size at most $k$ such that removal of the edges in $E^{\prime}$ from $G$ gives us a bipartite graph. As we saw in the previous subsection, the main ingredient for applying the framework is the contraction-friendly tree-decomposition DP. Here, we describe such a DP for EB. The rest of the algorithm is similar to the one for OCT.

Consider any subgraph $G_{1}=\left(V_{1}, E_{1}\right)$ and fix any solution $E_{\text {sol }}$ on $G_{1}$. We say that $E_{\text {sol }}$ is disjoint from a set of vertices $X$ if the endpoints of the edges in $E_{\text {sol }}$ are disjoint from $X$. We define a configuration $\lambda$ of $V^{\prime} \subseteq V_{1}$ with respect to the solution to be a set of values corresponding to the vertices in $V^{\prime}$, where each value is in $\{1,2\}$. We note that these values denote whether the corresponding vertex $v$ is in the left side of the residual bipartite graph (after removing the solution edges) or is in the right side of the residual bipartite graph. Next, we describe the contraction-friendly tree-decomposition DP for EB.

We are given an $n$-vertex graph $G=(V, E)$, a (possibly empty) subset $X \subseteq V$, and a tree-decomposition $\mathcal{T}$ of $G / X$. Let $T$ be the underlying tree of $\mathcal{T}$. For any $0 \leq l \leq k$, we would like to decide whether there is a solution to EB on $G$ of size $l$ which is disjoint from $X$. The following observation is similar to Observation 22.

Observation 25. The number of distinct configurations of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ with respect to the solutions disjoint from $X$ is $2^{O\left(\left|V^{\prime}\right|\right)}$.

For any solution $S$ and a configuration $\lambda$ of a set of vertices $V^{\prime}$, we say $S$ is consistent with $\lambda$ if the 1and 2 -vertices of $V^{\prime}$ are in the left and right side of the residual bipartite graph. For any configuration $\lambda$ of the vertices in $(G / X)(\sigma(t))^{-1}$ and $0 \leq l \leq k$, we define a sub-problem where the goal is to decide whether there is a solution to EB on $(G / X)(\gamma(t))^{-1}$ which is disjoint from $X$, consistent with $\lambda$ and uses exactly $l$ edges such that at least one endpoint of each edge is not in $(G / X)(\sigma(t))^{-1}$. Thus, in this sub-problem, the solution contains the edges whose both endpoints are 1-vertices (or 2-vertices) among the set of edges $E^{1}$ in $(G / X)(\sigma(t))^{-1}$ and $l$ additional edges from $(G / X)(\gamma(t))^{-1}$ which are not in $E^{1}$. We store the boolean value (YES/NO) of the solution of this sub-problem in a table $L(t)$ indexed by $(\lambda, l)$.

We note that it is sufficient to solve the above sub-problem, as the edges used in a solution from $(G / X)(\sigma(t))^{-1}$ can be easily derived from the corresponding configuration. The sub-problem is defined in this way to avoid any potential multiple counting of a solution edge at different levels. In this setting, if an edge $(u, v)$ is common to both parent and child sub-problems, the decision to take it or not is uniquely determined by the configuration corresponding to the children.

By Observation 25, the number of entries that we need to store in $L(t)$ is $2^{O(|\sigma(t)|)} \cdot k$, and all such relevant configurations can be computed in $2^{O(|\sigma(t)|)} n^{O(1)}$ time. With these modified definitions of subproblem and DP table, the rest of the algorithm is similar to the one for OCT. Hence, we conclude that the table entries corresponding to all vertices of $T$ can be computed in time $2^{O(w)} n^{O(1)}$, where $w$ is the maximum size of the bags of the non-leaf vertices in $T$.

Note that by our framework, the total running time of our algorithm is $\left(\left.|\mathrm{Cand}|\right|^{O(\sqrt{k})} \cdot 2^{O(w)}\right) \cdot n^{O(1)}$, where $w=\sqrt{k}$. By Lemma 5, the size of Cand for EB is $k^{O(1)}$. Subsequently, we obtain the time bound of $2^{O(\sqrt{k} \log k)} n^{O(1)}$.
Theorem 26. Edge Bipartization on $H$-minor free graphs can be solved in $2^{O(\sqrt{k} \log k)} n^{O(1)}$ time by a randomized algorithm with success probability $1-1 / 2^{n}$.

Same as before, we can use the trivial candidate set Cand $=E(G)$ to obtain an $n^{O(\sqrt{k})}$-time algorithm.

Theorem 27. Edge Bipartization on $H$-minor free graphs can be solved in $n^{O(\sqrt{k})}$ time.

### 5.2 Group Feedback Vertex Set and Group Feedback Edge Set

For a directed graph $G=(V, A)$, a finite group $\Sigma$ of size $g$ and a labeling function $\Lambda: A \rightarrow \Sigma,(G, \Lambda)$ is called a $\Sigma$-labeled graph if for each arc $(u, v) \in A,(v, u)$ is also in $A$ and $\Lambda((u, v))=\Lambda((v, u))^{-1}$. For a subset of vertices $D$, we denote by $(G \backslash D, \Lambda)$ the $\Sigma$-graph obtained by removing the vertices in $D$ from $(G, \Lambda)$. Similarly, for a subset of $\operatorname{arcs} A^{\prime}$, we denote by $\left(G \backslash A^{\prime}, \Lambda\right)$ the $\Sigma$-labeled graph obtained by removing the arcs in $A^{\prime}$ from $(G, \Lambda)$. For a cycle $C=\left\{v_{1}, \ldots, v_{t}, v_{1}\right\}$, let $\Lambda(C)=\Lambda\left(\left(v_{1}, v_{2}\right)\right) \cdot \ldots$. $\Lambda\left(\left(v_{t-1}, v_{t}\right)\right) \cdot \Lambda\left(\left(v_{t}, v_{1}\right)\right)$. Here $\cdot$ is the group operation. A cycle $C$ is called a non-null cycle if $\Lambda(C) \neq 1_{\Sigma}$. In the Group Feedback Vertex Set (GFVS) problem, given a $\Sigma$-labeled graph $(G, \Lambda)$ and a parameter $k$, the goal is to decide whether there is a set of vertices $D$ such that $(G \backslash D, \Lambda)$ does not have any non-null cycle. The Group Feedback Edge Set (GFES) problem is similar, except here the goal is to decide whether there is a set of arcs $A^{\prime}$ such that $\left(G \backslash A^{\prime}, \Lambda\right)$ does not have any non-null cycle. For simplicity, we assume that $\Sigma=\{1, \ldots, g\}$.

First, we apply our framework on GFVS. We note that OCT is a specialization of GFVS when $\Sigma=$ $\{0,1\}$ [44]. Indeed, our algorithm for GFVS is an extension of the algorithm for OCT. In the following, we just describe the contraction-friendly tree-decomposition DP for GFVS. The remaining algorithm is similar to the one for OCT. Following our framework, the first step is to obtain a candidate set Cand $\subseteq V$. Henceforth, by the term solution we always mean a subset of Cand.

For describing our algorithm, we need a definition. For a $\Sigma$-labeled graph $(G, \Lambda), \mu: V \rightarrow \Sigma$ is called a consistent labeling iff for each arc $(u, v)$ in $G$, we have $\mu(v)=\mu(u) \cdot \Lambda((u, v))$.

Lemma 28. [32] A $\Sigma$-labeled graph has a consistent labeling iff it does not contain any non-null cycle.
Consider any subgraph $G_{1}=\left(V_{1}, A_{1}\right)$ and fix any solution $S$ of GFVS on $G_{1}$. Also, consider a consistent labeling $\mu$ of the vertices in the graph $(G \backslash D, \Lambda)$, which exists by the above lemma. We define a configuration $\lambda$ of $V^{\prime} \subseteq V_{1}$ with respect to $S$ to be a set of values corresponding to the vertices in $V^{\prime}$, where each value is in $\{0,1, \ldots, g\}$. We note that these values denote whether the corresponding vertex $v$ is in the solution ( 0 ) or is mapped to the element $i \in \Sigma$ via $\mu$. As we want our solution to be a subset of Cand, the 0 -vertices must always come from Cand. We also say that $S$ is compatible with the configuration $\lambda$.

Observation 29. The number of distinct configurations of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ with respect to the solutions disjoint from $X$ is $g^{O\left(\left|V^{\prime}\right|\right)}$.

Proof. For each contracted vertex $v$ of $V^{\prime}$, consider the connected component $C$ in $G[X]$ corresponding to $v$. Then as the solutions we seek are disjoint from $X, C$ must have no non-null cycles. It follows that the vertices of $C$ has a consistent labeling $\mu$. Now, fix the label of any vertex in $C$. By definition of consistent labeling, this also fixes the labeling of the remaining vertices of $C$. Thus, the number of distinct labelings of the vertices of $C$ is only $g$. Hence, the number of distinct configurations of the vertices in $C$ with respect to the solutions disjoint from $X$ is only $g$. Also, any vertex $u$ of $V^{\prime} \backslash X$ can have $g+1$ configurations. Hence, the number of such distinct configurations of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ is at most $(g+1)^{\left|V^{\prime}\right|}=g^{O\left(\left|V^{\prime}\right|\right)}$.

Next, we describe the contraction-friendly tree-decomposition DP for GFVS. A sub-problem is defined in the same way as for ОCT. For any configuration $\lambda$ of the vertices in $(G / X)(\sigma(t))^{-1}$ and $0 \leq l \leq k$, we define a sub-problem where the goal is to decide whether there is a solution to GFVS on $(G / X)(\gamma(t))^{-1}$ which is disjoint from $X$, is compatible with $\lambda$ and uses exactly $l$ vertices of $(G / X)(\gamma(t) \backslash \sigma(t))^{-1}$. We store the boolean value (YES/NO) of the solution of this sub-problem in a table $L(t)$ indexed by $(\lambda, l)$. For simplicity, we assume wlog that all configurations are valid, i.e., for each configuration $\lambda$, 1 -vertices of $(G / X)(\sigma(t))^{-1}$ come from Cand. By Observation 29, the number of entries that we need to store in
$L(t)$ is $g^{O(|\sigma(t)|)} \cdot k$, and all such relevant configurations can be computed in $g^{O(|\sigma(t)| \mid} n^{O(1)}$ time. With these modified definitions of sub-problem and DP table, the rest of the algorithm is similar to the one for OCT. Hence, we conclude that the table entries corresponding to all vertices of $T$ can be computed in time $g^{O(w)} n^{O(1)}$, where $w$ is the maximum size of the bags of the non-leaf vertices in $T$.

Note that by our framework, the total running time of our algorithm is $\left(|\mathrm{Cand}|^{O(\sqrt{k})} \cdot g^{O(w)}\right) \cdot n^{O(1)}$, where $w=\sqrt{k}$. By Lemma 5, the size of Cand for GFVS is $k^{O(g)}$. Subsequently, we obtain the time bound of $2^{O(g \sqrt{k} \log (g k))} \cdot n^{O(1)}$.

Theorem 30. Group Feedback Vertex Set on $H$-minor free graphs can be solved in $2^{O(g \sqrt{k} \log (g k))}$. $n^{O(1)}$ time by a randomized algorithm with success probability $1-1 / 2^{n}$.

By using Cand $=V(G)$, we have the following.
Theorem 31. Group Feedback Vertex Set on $H$-minor free graphs can be solved in $(n g)^{O(\sqrt{k})}$ time.

### 5.2.1 Group Feedback Edge Set

The algorithm for GFES is similar to the one for GFVS. Here, we describe the main differences. For simplicity, we use the terms edge and arc interchangeably. Consider any subgraph $G_{1}=\left(V_{1}, E_{1}\right)$ and fix any solution $E_{\text {sol }}$ on $G_{1}$. We say that $E_{\text {sol }}$ is disjoint from a set of vertices $X$ if the endpoints of the edges in $E_{\text {sol }}$ are disjoint from $X$. Consider a consistent labeling $\mu$ of the vertices in the graph ( $G \backslash E_{\text {sol }}, \Lambda$ ), which exists by Lemma 28. We define a configuration $\lambda$ of $V^{\prime} \subseteq V_{1}$ with respect to $E_{\text {sol }}$ to be a set of values corresponding to the vertices in $V^{\prime}$, where each value is in $\{1, \ldots, g\}$. We note that these values denote whether the corresponding vertex $v$ is mapped to the element $i \in \Sigma$ via $\mu$. We also say that $S$ is compatible with the configuration $\lambda$. The following observation is similar to Observation 29.

Observation 32. The number of distinct configurations of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ with respect to the solutions disjoint from $X$ is $g^{O\left(\left|V^{\prime}\right|\right)}$.

Next, we describe the contraction-friendly tree-decomposition DP for GFES. For any configuration $\lambda$ of the vertices in $(G / X)(\sigma(t))^{-1}$ and $0 \leq l \leq k$, we define a sub-problem where the goal is to decide whether there is a solution to GFES on $(G / X)(\gamma(t))^{-1}$ which is disjoint from $X$, consistent with $\lambda$ and uses exactly $l$ edges such that at least one endpoint of each edge is not in $(G / X)(\sigma(t))^{-1}$. We store the boolean value (YES/NO) of the solution of this sub-problem in a table $L(t)$ indexed by $(\lambda, l)$. By Observation 32, the number of entries that we need to store in $L(t)$ is $g^{O(|\sigma(t)|)} \cdot k$, and all such relevant configurations can be computed in $g^{O(|\sigma(t)|)} n^{O(1)}$ time. With these modified definitions of sub-problem and DP table, the rest of the algorithm is similar to the one for EB. Hence, we conclude that the table entries corresponding to all vertices of $T$ can be computed in time $g^{O(w)} n^{O(1)}$, where $w$ is the maximum size of the bags of the non-leaf vertices in $T$.

Note that by our framework, the total running time of our algorithm is $\left(\left.|\mathrm{Cand}|\right|^{O(\sqrt{k})} \cdot g^{O(w)}\right) \cdot n^{O(1)}$, where $w=\sqrt{k}$. By Lemma 5, the size of Cand for GFES is $k^{O\left(\log ^{3} k\right)}$. Subsequently, we obtain the time bound of $2^{O\left(\sqrt{k} \log g \log ^{4} k\right)} \cdot n^{O(1)}$.

Theorem 33. Group Feedback Edge Set on $H$-minor free graphs can be solved in $2^{O\left(\sqrt{k} \log g \log ^{4} k\right)}$. $n^{O(1)}$ time by a randomized algorithm with success probability $1-1 / 2^{n}$.

By using Cand $=E(G)$, we have the following.
Theorem 34. Group Feedback Edge Set on $H$-minor free graphs can be solved in $(n g)^{O(\sqrt{k})}$ time.

### 5.3 Vertex Multicut and Edge Multicut

In Vertex Multicut (VMC), given a graph $G=(V, E)$, a collection $U$ of $r$ pairs of vertices $U \subseteq V \times V$, and an integer $k$, the goal is to decide if there is a set of $k$ vertices of $V \backslash R$ whose removal separates each pair of vertices in $U$ where $R$ is the set of vertices appearing in the pairs of $U$. Edge Multicut (EMC) is similar, except here we remove a set of $k$ edges. Here $R$ is called the set of terminals. First, we consider VMC. Following our framework, the first step is to obtain a candidate set Cand $\subseteq V$. Henceforth, by the term solution we always mean a subset of Cand. Next, we describe the contraction-friendly treedecomposition DP for VMC. Our DP is a natural extension of a DP for bounded treewidth graphs [33].

We are given an $n$-vertex graph $G=(V, E)$, a (possibly empty) subset $X \subseteq V$, and a tree-decomposition $\mathcal{T}$ of $G / X$. Let $T$ be the underlying tree of $\mathcal{T}$. We would like to solve a sub-problem in $(G / X)(\gamma(t))^{-1}$. Consider any partition $\Pi$ of $R$ such that each pair in $U$ appears in two different parts. We can have $|R|^{O(|R|)}=r^{O(r)}$ such distinct partitions. Note that each such partition helps us guess which terminals will be on the same connected component after removal of a solution. We define sub-problems with respect to $\Pi$, assuming $\Pi$ is the correct configuration of the terminals. Let $\alpha \leq 2 r$ be the number of parts. We treat each part as a color between 1 to $\alpha$.

Consider any subgraph $G_{1}=\left(V_{1}, E_{1}\right)$ and fix any solution $S$ on $G_{1}$. We define a configuration $\lambda$ of $V^{\prime} \subseteq V_{1}$ with respect to the solution to be a set of values corresponding to the vertices in $V^{\prime}$, where each value is in $\{0,1,2, \ldots, \alpha\}$. We note that these values denote whether the corresponding vertex $v$ is in $S(0)$, or is in the $i$-th connected component along with the vertices of $R$ in $i$-th part ( $i$ ). We say that $S$ is consistent with $\lambda$.

Observation 35. The number of distinct configurations of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ with respect to the solutions disjoint from $X$ is $\alpha^{O\left(\left|V^{\prime}\right| \mid\right) \text {. }}$

Proof. For each contracted vertex $v$ of $V^{\prime}$, consider the connected component $C$ in $G[X]$ corresponding to $v$. Then as the solutions we seek are disjoint from $X$, all vertices in $X$ have the same value in any configuration with respect to such a solution. Hence, the number of distinct configurations of the vertices in $C$ with respect to such solutions is only $\alpha$ depending on the connected component in which they end up. Also, any vertex $u$ of $V^{\prime} \backslash X$ can have at most $\alpha+1$ configurations. Hence, the number of such distinct configurations of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ is at most $(\alpha+1)^{\left|V^{\prime}\right|}=\alpha^{O\left(\left|V^{\prime}\right|\right)}$.

For any configuration $\lambda$ of the vertices in $(G / X)(\sigma(t))^{-1}$ and $0 \leq l \leq k$, we define a sub-problem where the goal is to decide whether there is a solution to VMC on $(G / X)(\gamma(t))^{-1}$ which is disjoint from $X$, is consistent with $\lambda$ and uses exactly $l$ vertices of $(G / X)(\gamma(t) \backslash \sigma(t))^{-1}$. We store the boolean value (YES/NO) of the solution of this sub-problem in a table $L(t)$ indexed by $(\lambda, l)$. By Observation 35, the number of entries that we need to store in $L(t)$ is $r^{O(|\sigma(t)|)} \cdot k$, and all such relevant configurations can be computed in $r^{O(|\sigma(t)|)} n^{O(1)}$ time. With these modified definitions of sub-problem and DP table, the rest of the algorithm is similar to the one in [33]. Hence, we conclude that the table entries corresponding to all vertices of $T$ can be computed in time $r^{O(r+w)} n^{O(1)}$, where $w$ is the maximum size of the bags of the non-leaf vertices in $T$.

Note that by our framework, the total running time of our algorithm is $\left(\left.|\mathrm{Cand}|\right|^{O(\sqrt{k})} \cdot r^{O(r+w)}\right) \cdot n^{O(1)}$, where $w=\sqrt{k}$. By Lemma 5, the size of Cand for VMC is $k^{O(\sqrt{r})}$. Subsequently, we obtain the time bound of $2^{O(r \sqrt{k} \log k)} \cdot n^{O(1)}$.
Theorem 36. Vertex Multicut on $H$-minor free graphs can be solved in $2^{O((\sqrt{r k}+r) \log r k))} \cdot n^{O(1)}$ time by a randomized algorithm with success probability $1-1 / 2^{n}$.

By using Cand $=V(G)$, we have the following.
Theorem 37. Vertex Multicut on $H$-minor free graphs can be solved in $n^{O(r+\sqrt{k})}$ time.

As mentioned in [33], the DP for VMC is almost the same as the DP for EMC. Similarly, the contractionfriendly tree-decomposition DP for EMC is very similar to the one for VMC. Also, the candidate set size for EMC is $(r+k)^{O\left(\log ^{3}(r+k)\right)}$. Hence, we obtain the following theorem.

Theorem 38. Edge Multicut on $H$-minor free graphs can be solved in $2^{O\left((r+\sqrt{k}) \log ^{4}(r k)\right)} \cdot n^{O(1)}$ time by a randomized algorithm with success probability $1-1 / 2^{n}$.
Theorem 39. Edge Multicut on $H$-minor free graphs can be solved in $n^{O(r+\sqrt{k})}$ time.

### 5.4 Vertex Multiway Cut and Edge Multiway Cut

In Vertex Multiway Cut (VMWC), given a graph $G$, a subset of $r$ vertices $R \subseteq V(G)$, called terminals, and an integer $k$, the goal is to decide if there is a set of at most $k$ vertices of $V(G) \backslash R$ hitting every path between a pair of terminals. Edge Multiway Cut (EMWC) is similar, except the goal is to decide if there is a set of at most $k$ edges of $E(G)$ hitting every path between a pair of terminals.

Note that VMWC is a special case of VMC where we have to separate all $r^{2}$ pairs of terminals in $R \times R$. Also, we need to consider only one partition where each terminal belongs to a separate part. Thus, we readily obtain a contraction free DP that runs in $r^{O(w)} n^{O(1)}$ time.

By our framework, the total running time of our algorithm is $\left(|\mathrm{Cand}|^{O(\sqrt{k})} \cdot r^{O(w)}\right) \cdot n^{O(1)}$, where $w=\sqrt{k}$. By Lemma 5, the size of Cand for VMWC is $k^{O(r)}$. Subsequently, we obtain the time bound of $2^{O(r \sqrt{k} \log k)} \cdot n^{O(1)}$.

Theorem 40. Vertex Multiway Cut on $H$-minor free graphs can be solved in $2^{O(r \sqrt{k} \log k)} \cdot n^{O(1)}$ time by a randomized algorithm with success probability $1-1 / 2^{n}$.

By using Cand $=V(G)$, we have the following.
Theorem 41. Vertex Multiway Cut on H-minor free graphs can be solved in $n^{O(\sqrt{k})}$ time.

### 5.4.1 Edge Multiway Cut

We describe the contraction-friendly tree-decomposition DP for EMWC. This DP is partly motivated by the DP in [21] for Multi-Multiway cut which is a generalization of EMWC. We are given an $n$-vertex graph $G=(V, E)$, a (possibly empty) subset $X \subseteq V$, and a tree-decomposition $\mathcal{T}$ of $G / X$. Let $T$ be the underlying tree of $\mathcal{T}$. Consider any non-leaf vertex $t \in T$. Note that removal of the solution edges in EMWC induces a partition of the vertices where each part (or connected component) contains at most one terminal of $R$. We would like to guess an optimal partition. Consider any subset $V^{\prime} \subseteq \beta(t)$, and any partition $\Pi=\left\{X_{i} \mid i \in I\right\}$ of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ for some index set $I$. We say a set of edges $C$ in $(G / X)(\gamma(t))^{-1}$ is consistent with $\Pi$ and vice versa iff

- The endpoints of the edges in $C$ are disjoint from $X$;
- $C$ separates all the terminals; and
- Let $G^{\prime}$ be the subgraph $(G / X)(\gamma(t))^{-1}$ after removing the edges in $C$. Let $\left\{P_{i} \mid i \in I\right\}$ be the family of connected components such that $P_{i} \cap V^{\prime} \neq \emptyset$ for all $i \in I$. Then $X_{i}=P_{i}$ for all $i \in I$.

Observation 42. The number of distinct partitions of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ consistent with sets of edges is $\left|V^{\prime}\right|^{O\left(\left|V^{\prime}\right|\right)}$.

Proof. First note that the number of distinct partitions of the vertices in $V^{\prime}$ is $\left|V^{\prime}\right|^{O\left(\left|V^{\prime}\right|\right)}$. However, $(G / X)$ $\left(V^{\prime}\right)^{-1}$ might contain many more vertices, as we undo the contraction of the component vertices in $V^{\prime}$. For each contracted vertex $v$ of $V^{\prime}$, consider the connected component $C$ in $G[X]$ corresponding to $v$. Then as the endpoints of the edges in consistent sets $C$ are disjoint from $X$, all vertices in $X$ must end up in the same connected component after removal of the edges from $C$. It follows that the number of such distinct partitions of the vertices in $(G / X)\left(V^{\prime}\right)^{-1}$ is again bounded by $\left|V^{\prime}\right|^{O\left(\left|V^{\prime}\right|\right)}$.

For any partition $\Pi$ of the vertices in $(G / X)(\sigma(t))^{-1}$, we define a sub-problem where the goal is to find the minimum size set of edges $C$ in $(G / X)(\gamma(t))^{-1}$ which is consistent with $\Pi$. It is sufficient to solve this sub-problem for our purpose, as if we know the minimum value, we can also solve the decision version of the problem. We store a solution $C$ of this sub-problem in a table $L(t)$ indexed by $\Pi$. To compute the table corresponding to $t$, we need to merge the tables of its children. In the following, we describe how to merge the tables of two children. One can easily extend it to more than two children.

Consider any partition $\Pi_{1}$ of the vertices in $(G / X)(\sigma(t))^{-1}$. We extend this partition to obtain a partition $\Pi_{2}$ of the vertices in $(G / X)(\beta(t))^{-1}$. For the purpose of extension, we define compatibility of two partitions. Consider two partitions $\Pi_{1}=\left\{X_{i} \mid i \in I\right\}$ and $\Pi_{2}=\left\{Y_{j} \mid j \in J\right\}$. Also, consider the bipartite graph $B=\left(I, J, E^{\prime}\right)$ such that $(i, j) \in E^{\prime}$ iff $X_{i} \cap Y_{j} \neq \emptyset$. Then $\Pi_{1}$ and $\Pi_{2}$ are compatible if $E^{\prime}$ is a perfect matching and for each edge $(i, j) \in E^{\prime}, i=j$.

Now, fix a partition $\Pi$ of the vertices in $(G / X)(\sigma(t))^{-1}$. We show how to compute the entry $L(t)[\Pi]$ by merging tables of two children $s_{1}$ and $s_{2}$. First, we take a partition $\Pi^{\prime}$ of the vertices in $(G / X)(\beta(t))^{-1}$ which is compatible with $\Pi$. Given $\Pi^{\prime}$, the partition of the vertices in $(G / X)\left(\sigma\left(s_{1}\right)\right)^{-1}\left(\right.$ or $\left.(G / X)\left(\sigma\left(s_{2}\right)\right)^{-1}\right)$ compatible with $\Pi^{\prime}$, is also fixed. Let $\Pi_{1}$ and $\Pi_{2}$ be these two partitions with respect to $s_{1}$ and $s_{2}$. The entry $L(t)[\Pi]=\arg \min _{|C|}\left\{C=L\left(s_{1}\right)\left[\Pi_{1}\right] \cup L\left(s_{2}\right)\left[\Pi_{2}\right] \cup C^{\prime}\right\}$, where $C^{\prime}$ is a subset of edges $\{(u, v) \mid u, v \notin X\}$ such that $(u, v)$ is in $(G / X)(\beta(t))^{-1}$, but not in $(G / X)\left(\gamma\left(s_{1}\right)\right)^{-1}$ or $(G / X)\left(\gamma\left(s_{2}\right)\right)^{-1}$, and $u$ and $v$ are contained in different parts of $\Pi^{\prime}$.

The correctness follows from the fact that if an edge $(u, v)$ is common to both parent and child subproblems, the decision to take it or not is uniquely determined by the partition corresponding to the children. Thus, no edge is counted more than once in the computed solution.

Note that computation of a table entry requires enumerating all possible $\Pi^{\prime}$. The number of such partitions is bounded by $w^{O(w)}$ by Observation 42, where $w$ is the maximum size of the bags of the non-leaf vertices in $T$. By the same observation, the number of entries that we need to store in $L(t)$ is $|\sigma(t)|^{O(|\sigma(t)|)} \cdot k$, and all such relevant partitions can be computed in $|\sigma(t)|^{O(|\sigma(t)|)} n^{O(1)}$ time. Hence, we conclude that the table entries corresponding to all vertices of $T$ can be computed in time $w^{O(w)} n^{O(1)}$.

By our framework, the total running time of our algorithm is $\left(|\mathrm{Cand}|^{O(\sqrt{k})} \cdot w^{O(w)}\right) \cdot n^{O(1)}$, where $w=\sqrt{k}$. By Lemma 5, the size of Cand for EMWC is $k^{O\left(\log ^{3} k\right)}$. Subsequently, we obtain the time bound of $2^{O\left(\sqrt{k} \log ^{4} k\right)} \cdot n^{O(1)}$.

Theorem 43. Edge Multiway Cut on $H$-minor free graphs can be solved in $2^{O\left(\sqrt{k} \log ^{4} k\right)} \cdot n^{O(1)}$ time by a randomized algorithm with success probability $1-1 / 2^{n}$.

By using Cand $=E(G)$, we have the following.
Theorem 44. Edge Multiway Cut on $H$-minor free graphs can be solved in $n=(\sqrt{k})$ time.

## 6 Conclusion and future work

In this paper, we presented a generic framework to design subexponential-time parameterized algorithms for various cut and cycle hitting problems on $H$-minor-free graphs, including Odd Cycle Transversal,

Edge Bipartization, Vertex Multiway Cut, Edge Multiway Cut, Vertex Multicut, Edge Multicut, Group Feedback Vertex Set, and Group Feedback Edge Set. Our framework is robust and can possibly be applied to other problems. For example, it can lead to an $n^{O(\sqrt{k})}$-time algorithm for the classical problem Bisection, because BISECTION is contraction-friendly and there is a known $2^{O(w)}$-time DP algorithm on a tree decomposition of width $w$.

Our framework is based on a new decomposition theorem on almost-embeddable graphs, which states that for every $h$-almost-embeddable graph $G$ and every $p \in \mathbb{N}$, there exist disjoint sets $Z_{1}, \ldots, Z_{p} \subseteq V(G)$ such that for every $i \in[p]$ and every $Z^{\prime} \subseteq Z_{i}, \operatorname{tw}\left(G /\left(Z_{i} \backslash Z^{\prime}\right)\right)=O\left(p+\left|Z^{\prime}\right|\right)$. This generalizes the classical contraction decomposition theorem on planar graphs. We believe this decomposition theorem is quite powerful and should find applications beyond this paper.

Next, we pose some open questions for future study. The first interesting question is whether our decomposition theorem above generalizes to $H$-minor-free graphs. In this work, we were only able to prove the decomposition theorem for almost-embeddable graphs, and hence required a complicated two-layer DP procedure in order to achieve the algorithmic results on $H$-minor-free graphs. If the same theorem holds even for $H$-minor-free graphs, all problems studied in this paper can be solved much more directly. Furthermore, thanks to a simultaneous work by Marx et al. [50] which showed a similar decomposition theorem for planar graphs (among many other results), such a decomposition theorem for $H$-minor-free graphs can also result in subexponential parameterized algorithms for other important cycle hitting problems on H -minor-free graphs, such as Subset Feedback Vertex Set, Subset Odd Cycle Transversal, etc. Another open question is whether one can obtain subexponential parameterized algorithms for the problems studied in the paper with dependence only on $k$. Note that whereas the running time of our algorithms are subexponential in $k$, they also depend on additional parameters such as $r$ and $g$, for problems like Vertex Multiway Cut, Vertex Multicut, Edge Multicut, Group Feedback Vertex Set, and Group Feedback Edge Set. Removing the dependency on these parameters (or at least making the dependency subexponential) seems to be an interesting direction for future study. Finally, in a very recent follow-up work of this paper [2], the authors showed that unit-disk graphs admit a decomposition theorem similar to the one proved in this paper. One can then ask whether theorems of this type hold for other classes of geometric intersection graphs, such as disk graphs, unit-ball graphs, string graphs, etc.
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## Appendix

## A Proof of Lemma 4

The fact that any $H$-minor free graph admits a tree decomposition of adhesion size at most $c$ whose torsos are $c$-almost-embeddable (for some constant $c>0$ depending on $H$ ) follows from the profound work of Robertson and Seymour [58]; we call such a tree decomposition Robertson-Seymour decomposition. Several algorithms have been developed to compute a Robertson-Seymour decomposition (and the almostembeddable structures of the torsos) in polynomial time [18, 31, 36]. So it suffices to show how to make a Robertson-Seymour decomposition have the additional property.

In fact, one can always modify a given tree decomposition of a graph $G$ to make it satisfy the property that $G[\gamma(t) \backslash \sigma(t)]$ is connected and $\sigma(t)=N_{G}(\gamma(t) \backslash \sigma(t))$ for all node $t$ such that (i) the adhesion size of the tree decomposition does not increase after the modification and (ii) each torso in the modified tree decomposition is a subgraph of a torso in the original tree decomposition. To see this, let $\mathcal{T}$ be a tree decomposition of a graph $G$ and $T$ be the underlying (rooted) tree of $\mathcal{T}$. A redundant leaf refers to a leaf $t \in T$ such that $\beta(t) \subseteq \beta\left(t^{\prime}\right)$ where $t^{\prime}$ is the parent of $t$. We define an operation Prune, which modifies $\mathcal{T}$ by repeatedly removing redundant leaves until there is no redundant leaf (one can easily verify that the order of removing the redundant leaves does not matter). Note that after the operation Prune, $\mathcal{T}$ is still a tree decomposition of $G$. Also note that after Prune, the number of leaves in $T$ is at most $n=|V(G)|$. Indeed, after Prune, the bag of each leaf $t \in T$ contains a vertex of $G$ that is not contained in the bag of the parent of $t$ (and thus not contained in the bag of any other node), implying that the number of leaves in $T$ is at most the number of vertices in $G$. Besides Prune, we define two operations $\operatorname{Split}(t)$ and $\operatorname{Clean}(t)$ for a node $t \in T$. Let $T_{t}$ denote the subtree of $T$ rooted at $t$.

- Split $(t)$. Let $C_{1}, \ldots, C_{q}$ be the connected components of $G[\gamma(t) \backslash \sigma(t)]$. Define $V_{i}=\sigma(t) \cup V\left(C_{i}\right)$ for $i \in[q]$. We create $q$ copies of $T_{t}$, denoted by $T_{t}^{(1)}, \ldots, T_{t}^{(q)}$. For each node $s \in T_{t}$, let $s^{(i)}$ denote the copy of $s$ in $T_{t}^{(i)}$ and define $\beta\left(s^{(i)}\right)=\beta(s) \cap V_{i}$ as the bag of $s^{(i)}$, for $i \in[q]$. The Split $(t)$ operation replaces $T_{t}$ with $T_{t}^{(1)}, \ldots, T_{t}^{(q)}$ in $T$, that is, it deletes $T_{t}$ from $T$ and then adds $T_{t}^{(1)}, \ldots, T_{t}^{(q)}$ as the subtrees of the parent of $t$. Note that after doing $\operatorname{Split}(t), \mathcal{T}$ is still a tree decomposition of $G$. Indeed, if $(u, v) \in E(G)$ is an edge where $u, v \in \gamma(t)$, then $u, v \in V_{i}$ for some $i \in[q]$ and hence $u, v \in \beta\left(s^{(i)}\right)$ for some $s \in T_{t}$ such that $u, v \in \beta(s)$. Furthermore, after doing $\operatorname{Split}(t)$, $G\left[\gamma\left(t^{(i)}\right) \backslash \sigma\left(t^{(i)}\right)\right]$ is connected for all $i \in[q]$.
- Clean $(t)$. We have $N_{G}(\gamma(t) \backslash \sigma(t)) \subseteq \sigma(t)$ because every vertex in $\gamma(t) \backslash \sigma(t)$ is only contained in the bags of the nodes in $T_{t}$ and hence can only be adjacent to the vertices in $\gamma(t)$. The Clean $(t)$ operation removes the vertices in $\sigma(t) \backslash N_{G}(\gamma(t) \backslash \sigma(t))$ from the bags of all nodes in $T_{t}$. Note that after doing Clean $(t), \mathcal{T}$ is still a tree decomposition of $G$. Indeed, if $(u, v) \in E(G)$ is an edge where $u \in \sigma(t) \backslash N_{G}(\gamma(t) \backslash \sigma(t))$ and $v \in \gamma(t)$, then we must have $v \in \sigma(t)$ and hence $u, v \in \beta\left(t^{\prime}\right)$ where $t^{\prime}$ is the parent of $t$. Furthermore, after doing Clean $(t), \sigma(t)=N_{G}(\gamma(t) \backslash \sigma(t))$.

With the three operations Prune, Split, and Clean in hand, we now modify $\mathcal{T}$ in two phases. We say a node $t \in T$ is bad if $G[\gamma(t) \backslash \sigma(t)]$ is not connected. In the first phase, we repeat the following procedure: finding the highest bad node $t \in T$ and applying $\operatorname{Split}(t)$ followed by Prune. This phase terminates when all nodes in $T$ are good. We claim that this phase can terminate in $O(d n)$ rounds where $d$ is the original depth of $T$ and $n=|V(G)|$. To see this, we define a variant $\left(c_{1}, c_{2}\right)$ for $\mathcal{T}$, where $c_{1}$ is equal to $d$ minus the depth of the highest bad node $t \in T$ and $c_{2}$ is the number of bad nodes in the same level as $t$. It is easy to see that after each round, $\left(c_{1}, c_{2}\right)$ decreases lexicographically, i.e., either $c_{1}$ decreases or $c_{1}$ remains unchanged and $c_{2}$ decreases. Indeed, for any node $t \in T$, doing Split on a descendant of $t$ does not change $\gamma(t)$ and $\sigma(t)$.

Thus, $c_{1}$ can never increase. Furthermore, when doing Split $(t)$ on a bad node $t \in T, T_{t}$ is replaced with its copies $T_{t}^{(1)}, \ldots, T_{t}^{(q)}$ in which $t^{(1)}, \ldots, t^{(q)}$ are not bad nodes. So the number of bad nodes in the same level as $t$ deceases by 1 . It follows that after each round, if $c_{1}$ remains unchanged, then $c_{2}$ must decrease by 1 . Therefore, $\left(c_{1}, c_{2}\right)$ decreases lexicographically after each round. Note that $0 \leq c_{1} \leq d$ because the Split and Prune operations do not increase the depth of $T$. In addition, $0 \leq c_{2} \leq n$ after each round, since the number of leaves in $T$ is at most $n=|V(G)|$ after Prune (as observed before). As a result, the first phase has at most $O(d n)$ rounds and can be done in $n^{O(1)}$ time as long as the original size of $T$ is $n^{O(1)}$. In the second phase, we repeat the following procedure: finding a node $t \in T$ such that $\sigma(t) \neq N_{G}(\gamma(t) \backslash \sigma(t))$ and applying Clean $(t)$ followed by Prune. This phase terminates when $\sigma(t)=N_{G}(\gamma(t) \backslash \sigma(t))$ for all $t \in T$. Clearly, the second phase has at most $O\left(d n^{2}\right)$ rounds and hence can be done in polynomial time, since the resulting tree after the first phase has size $O(d n)$ and each round of the second phase removes at least one vertex from one bag. Note that a Clean operation does not change $\gamma(t) \backslash \sigma(t)$ for any node $t \in T$. So after the second phase, $G[\gamma(t) \backslash \sigma(t)]$ is still connected for all $t \in T$. Therefore, when the two-phase modification terminates, the resulting $\mathcal{T}$ has the desired property that $G[\gamma(t) \backslash \sigma(t)]$ is connected and $\sigma(t)=N_{G}(\gamma(t) \backslash \sigma(t))$ for all $t \in T$. Furthermore, the adhesion size of $\mathcal{T}$ does not increase after the modification (as all of the three operations do not increase the adhesion size of $\mathcal{T}$ ) and each torso in the resulting $\mathcal{T}$ is a subgraph of a torso in the original $\mathcal{T}$. To see the latter, observe that after Clean and Prune operations, the torso of each node $t \in T$ becomes a subgraph of the original torso of $t$, as these two operations only remove vertices from bags or remove nodes from $T$. In a $\operatorname{Split}(t)$ operation, if the subtree $T_{t}$ is replaced by its copies $T_{t}^{(1)}, \ldots, T_{t}^{(q)}$, then the torso of $s^{(i)}$ is a subgraph of the torso of $s$ for any $s \in T_{t}$ and $i \in[q]$.

With the above argument, now we are ready to prove the lemma. We first compute a Robertson-Seymour decomposition $\mathcal{T}_{\text {RS }}$ of $G$ (and the almost-embeddable structures of the torsos) using a polynomial-time algorithm $[18,31,36]$, where the adhesion size of $\mathcal{T}_{\text {RS }}$ is at most $c$ and the torso of each node is $c$-almost embeddable. Then we apply the above modification to $\mathcal{T}_{\mathrm{RS}}$. After this, $\mathcal{T}_{\mathrm{RS}}$ satisfies the additional condition that $G[\gamma(t) \backslash \sigma(t)]$ is connected and $\sigma(t)=N_{G}(\gamma(t) \backslash \sigma(t))$ for all node $t$. Furthermore, the adhesion size of $\mathcal{T}_{\mathrm{RS}}$ is still bounded by $c$ and the torso of each node in the modified $\mathcal{T}_{\text {RS }}$ is a subgraph of a torso in the original $\mathcal{T}_{\text {RS }}$, where the latter is $c$-almost embeddable. In what follows, we show that any subgraph of an $c$-almost-embeddable graph is $3 c$-almost-embeddable, and thus setting $h=3 c$ completes the proof of the lemma. (The fact that a subgraph of an almost-embeddable graph is also almost-embeddable should be a known result, while we cannot find it in the literature. So we include a proof below for completeness.)

Let $G$ be an $c$-almost-embeddable graph (see Definition 13 for the formal definition of an almostembeddable graph) with apex set $A \subseteq V(G)$, embeddable skeleton $G_{0}$ with an embedding $\eta$ to a genus- $c$ surface $\Sigma$, and vortices $G_{1}, \ldots, G_{c}$ attached to disjoint facial disks $D_{1}, \ldots, D_{c}$ in $\left(G_{0}, \eta\right)$ with witness pairs $\left(\tau_{1}, \mathcal{P}_{1}\right), \ldots,\left(\tau_{c}, \mathcal{P}_{c}\right)$. Let $G^{\prime}$ be a subgraph of $G$. Define $A^{\prime}=A \cap V\left(G^{\prime}\right)$ and $G_{i}^{\prime}=G_{i} \cap G^{\prime}$ for $i \in\{0\} \cap[c]$. So we have $G^{\prime}-A^{\prime}=G_{0}^{\prime} \cup G_{1}^{\prime} \cup \cdots \cup G_{c}^{\prime}$. If the vertices in the permutations $\tau_{1}, \ldots, \tau_{c}$ are all vertices in $G^{\prime}$, we are done, because in this case $G^{\prime}$ is a $c$-almost-embeddable graph with apex set $A^{\prime}$, embeddable skeleton $G_{0}^{\prime}$ (embedded in $\Sigma$ by the embedding induced by $\eta$ ), vortices $G_{1}^{\prime}, \ldots, G_{c}^{\prime}$ attached to $D_{1}, \ldots, D_{c}$ with witness pairs $\left(\tau_{1}, \mathcal{P}_{1}^{\prime}\right), \ldots,\left(\tau_{c}, \mathcal{P}_{c}^{\prime}\right)$, where $\mathcal{P}_{i}^{\prime}$ is the path decomposition of $G_{i}^{\prime}$ induced by $\mathcal{P}_{i}$, i.e., every bag of $\mathcal{P}_{i}^{\prime}$ is the intersection of the corresponding bag of $\mathcal{P}_{i}$ with $V\left(G_{i}^{\prime}\right)$. The difficult case is that some vertices in $\tau_{1}, \ldots, \tau_{c}$ are not included in $G^{\prime}$. In this case, we need to add some vertices to $G_{0}^{\prime}$ and modify $\left(\tau_{1}, \mathcal{P}_{1}\right), \ldots,\left(\tau_{c}, \mathcal{P}_{c}\right)$ to obtain the witness pairs for the vortices $G_{1}^{\prime}, \ldots, G_{c}^{\prime}$. Since the vortices $G_{1}^{\prime}, \ldots, G_{c}^{\prime}$ and the disks $D_{1}, \ldots, D_{c}$ are disjoint, we can consider them individually. Let $i \in[c]$ and suppose $\tau_{i}=\left(v_{i, 1}, \ldots, v_{i, q_{i}}\right)$. Also, suppose $\pi_{i}=\left(u_{i, 1}, \ldots, u_{i, q_{i}}\right)$ is the underlying path of the path decomposition $\mathcal{P}_{i}$. By definition, we have $v_{i, j} \in \beta\left(u_{i, j}\right)$ for all $j \in\left[q_{i}\right]$. For convenience, we write $\beta\left(u_{i, 0}\right)=\emptyset$. For $j \in\left[q_{i}\right]$, we say $u_{i, j}$ is an anchor if $v_{i, j} \notin V\left(G^{\prime}\right)$ and there exists $a_{j} \in \beta\left(u_{i, j}\right) \cap V\left(G_{i}^{\prime}\right)$ such that $a_{j} \notin \beta\left(u_{i, j-1}\right)$ and $a_{j} \notin\left\{v_{i, 1}, \ldots, v_{i, q_{i}}\right\}$. Note that for any two anchors $u_{i, j}$ and $u_{i, j^{\prime}}$ where $j<j^{\prime}$, we have $a_{j} \neq a_{j^{\prime}}$, because $a_{j^{\prime}} \in \beta\left(u_{i, j^{\prime}}\right)$ but $a_{j^{\prime}} \notin \beta\left(u_{i, j^{\prime}-1}\right)$,
which implies $a_{j^{\prime}} \notin \beta\left(u_{i, j}\right)$. For each anchor $u_{i, j}$, we add the vertex $a_{j}$ to $G_{0}^{\prime}$ and embed it at the position $\eta\left(v_{i, j}\right) \in \Sigma$; this is fine because $v_{i, j} \notin V\left(G^{\prime}\right)$. For $j \in\left[q_{i}\right]$ such that $v_{i, j} \in V\left(G^{\prime}\right)$, we define $a_{j}=v_{i, j}$. Let $J=\left\{j \in\left[q_{i}\right]: v_{i, j} \in V\left(G^{\prime}\right)\right.$ or $u_{i, j}$ is an anchor $\}$ and suppose $J=\left\{j_{1}, \ldots, j_{q_{i}^{\prime}}\right\}$ where $j_{1}<\cdots<j_{q_{i}^{\prime}}$. Then we have $V\left(G_{0}^{\prime}\right) \cap V\left(G_{i}^{\prime}\right)=\left\{a_{j_{1}}, \ldots, a_{j_{q_{i}^{\prime}}}\right\}$, as we added the $a_{j}$ 's of the anchors to $G_{0}^{\prime}$. Furthermore, $a_{j_{1}}, \ldots, a_{j_{q_{i}^{\prime}}}$ are distinct and are embedded on the boundary of $D_{i}$ in clockwise or counterclockwise order. Now we define $\tau_{i}^{\prime}=\left(a_{j_{1}}, \ldots, a_{j_{q_{i}}}\right)$. For $j^{-}, j^{+} \in\left[q_{i}\right]$, we write $U\left(j^{-}, j^{+}\right)=\bigcup_{j=j^{-}}^{j^{+}}\left(\beta\left(u_{i, j}\right) \cap V\left(G^{\prime}\right)\right)$. For convenience, set $j_{0}=0$ and $j_{q_{i}^{\prime}+1}=q_{i}+1$. Define a path $\pi_{i}^{\prime}=\left(u_{i, j_{1}}^{\prime}, \ldots, u_{i, j_{q_{i}^{\prime}}^{\prime}}^{\prime}\right)$ where each node $u_{i, j_{x}}^{\prime}$ is associated with a bag $\beta\left(u_{i, j_{x}}^{\prime}\right)=U\left(j_{x-1}+1, j_{x+1}-1\right)$. Clearly, $a_{j_{x}} \in \beta\left(u_{i, j_{x}}^{\prime}\right)$. Let $\mathcal{P}_{i}^{\prime}$ be the path $\pi_{i}^{\prime}$ with the associated bags. One can easily verify that $\mathcal{P}_{i}^{\prime}$ is a path decomposition of $G_{i}^{\prime}$, because the bag of each node in $\pi_{i}^{\prime}$ is the union of some consecutive bags in $\mathcal{P}_{i}$ intersecting $V\left(G^{\prime}\right)$ and these unions cover all bags in $\mathcal{P}_{i}$. We show that the width of $\mathcal{P}_{i}^{\prime}$ as at most $3 c$. Consider a node $u_{i, j_{x}}^{\prime}$ in $\pi_{i}^{\prime}$. We claim that $\beta\left(u_{i, j_{x}}^{\prime}\right)=\beta\left(u_{i, j^{-}}\right) \cup \beta\left(u_{i, j_{x}}\right) \cup \beta\left(u_{i, j^{+}}\right)$where $j^{-}=j_{x-1}+1$ and $j^{+}=j_{x+1}-1$. We have $\beta\left(u_{i, j^{-}}\right) \cup \beta\left(u_{i, j_{x}}\right) \cup \beta\left(u_{i, j^{+}}\right) \subseteq \beta\left(u_{i, j_{x}}^{\prime}\right)$ since $\beta\left(u_{i, j_{x}}^{\prime}\right)=U\left(j^{-}, j^{+}\right)$. To see $\beta\left(u_{i, j_{x}}^{\prime}\right) \subseteq \beta\left(u_{i, j^{-}}\right) \cup \beta\left(u_{i, j_{x}}\right) \cup \beta\left(u_{i, j^{+}}\right)$, suppose there is a vertex $v \in V\left(G_{i}^{\prime}\right)$ that is in $\beta\left(u_{i, j_{x}}^{\prime}\right)$ but not in $\beta\left(u_{i, j^{-}}\right) \cup \beta\left(u_{i, j_{x}}\right) \cup \beta\left(u_{i, j^{+}}\right)$. As $v \in \beta\left(u_{i, j_{x}}^{\prime}\right)=U\left(j^{-}, j^{+}\right)$, we must have either $v \in U\left(j^{-}+1, j_{x}-1\right)$ or $v \in U\left(j_{x}+1, j^{+}-1\right)$. Without loss of generality, assume $v \in U\left(j^{-}, j_{x}-1\right)$. Observe that $v$ can be contained in $\beta\left(u_{i, j}\right)$ only for $j \in\left\{j^{-}+1, \ldots, j_{x}-1\right\}$, simply because $v \notin \beta\left(u_{i, j^{-}}\right) \cup \beta\left(u_{i, j_{x}}\right)$ and the nodes in $\pi_{i}$ whose bags contain $v$ must form a connected subset. As such, we have $v \notin\left\{v_{i, 1}, \ldots, v_{i, q_{i}}\right\}$, because $j^{-}+1, \ldots, j_{x}-1 \notin J$. Also, we have $v \notin V\left(G_{i}^{\prime}\right) \backslash\left\{v_{i, 1}, \ldots, v_{i, q_{i}}\right\}$, for otherwise $u_{i, j^{*}}$ is an anchor, where $j^{*} \in\left\{j^{-}+1, \ldots, j_{x}-1\right\}$ is the smallest index such that $v \in \beta\left(u_{i, j^{*}}\right)$. Thus, $v \notin V\left(G_{i}^{\prime}\right)$ and we get a contradiction. It follows that $\beta\left(u_{i, j_{x}}^{\prime}\right)=\beta\left(u_{i, j^{-}}\right) \cup \beta\left(u_{i, j_{x}}\right) \cup \beta\left(u_{i, j^{+}}\right)$, which implies $\beta\left(u_{i, j_{x}}^{\prime}\right) \leq 3 c$ as the width of $\mathcal{P}_{i}$ is $c$. Now we use $\left(\pi_{i}^{\prime}, \mathcal{P}_{i}^{\prime}\right)$ as the witness pair of $G_{i}^{\prime}$. After we do this for all $i \in[c]$, we obtain the witness pairs of all vortices $G_{1}^{\prime}, \ldots, G_{c}^{\prime}$, which in turn gives us an almost-embeddable structure for $G^{\prime}$ showing it is $3 c$-almost embeddable.

## B Proof of Lemma 5

The result of this lemma is implicit in literature. Thus, for each problem, we point out the references that give us the desired candidate set. Known kernels for all these problems actually first compute a candidate set and then apply reduction rules (in fact, an appropriate torso operation) to reduce the graph size.

EB and OCT: It follows from Theorems 6.9, and 6.7, which relies on Lemma 6.5 of [44]. Also, see [47, Lemma 3]. Here, replace the approximation algorithm for OCT on planar graphs with an approximation algorithm with factor $O(\sqrt{\log k})$ on general graphs [44, Theorem 6.8].
EMWC: See [63, Corollary 4]. Let ( $G, T, k$ ) be an instance of EMWC. We first reduce the capacity of $T$ to at most $2 k$ (the number of edges incident to the terminal vertices). Let $T=\left\{t_{1}, \ldots, t_{r}\right\}$ be the terminal set, and let $k_{i}=\lambda\left(t_{i}, T-t_{i}\right)$ be the size of the "isolating min-cut" between terminal $t_{i}$ and all other terminals. That is, an isolating cut for a terminal $t_{i}$ is a minimum set of edges which disconnects $t_{i}$ from each of the other terminals in $T$. It is known that there is a half-integral path-disjoint packing of paths of weight $\sum_{i=1}^{r} \frac{k_{i}}{2}$, hence if $\sum_{i} k_{i}>2 k$ we can reject the instance (see the book of Schrijver, [59, Corollary 73.2d]). By applying a reduction rule that contracts an edge into the terminal we can assume that the edges incident to $t_{i}$ is a min-cut between $t_{i}$ and $T-t_{i}$. This follows from the pushing lemma ([11, Lemma 8.18]), that says that for any solution $X$, for any one terminal $t$, we can push $X$ so that it contains an "important-cut" between $t$ and $T-t$. Further, we know that important-cut is found by a process of starting with a furthest min-cut, then doing a branching on edges. That is, we select an edge $(x, y)$ leaving the furthest min-cut and recurse whether an important-cut contains ( $x, y$ ) or not (see [11, Theorem 8.11]). Hence, it is guaranteed
to exist an optimal solution $X^{\prime}$ which is at least as far away from $t$ as the furthest $(t, T-t)$-min-cut. This implies the reduction rule mentioned above. More explicitly:
Reduction Rule: Let $(G, T, k)$ be an instance of the EMWC problem. Let $\left(t_{1}, v\right)$ be an edge adjacent to a terminal $t_{1}$, and assume that there is a minimum isolating cut of $t_{1}$ that does not contain the edge $\left(t_{1}, v\right)$. Then the instances $\left(G^{\prime}, T, k\right)$ and $(G, T, k)$ are equivalent. Here, $G^{\prime}$ is the graph that has been obtained by contracting the edge $\left(t_{1}, v\right)$, and calling the newly vertex as $t_{1}$.

The above description implies that we can obtain an equivalent instance which is a minor of the original graph and capacity of $T$ to at most $2 k$. After this we follow the algorithm for EMC given in [63, Corollary 4] and design the candidate set $Z$.
EMC: Construction of set $Z$ in [63, Corollary 4].
VMWC: Construction of set $Z$ in [44, Lemma 7.3].
VMC: Construction of set $Z \cup T$ in [44, Lemma 7.4].
GFVS: Construction of set $Z \cup T$ in [44, Lemma 7.10].
GFES: The proof is given in [63, Corollary 4]. Important steps of this are as follow. Let $(G, \phi, k)$ be an instance of GFES. Here, $\phi$ is a direction-dependent labelling of the edges of $G$ from some multiplicative group. The algorithm first computes an approximate solution $X_{0}$ of size $O(k \log k)$. Then follows the proof of [44, Lemma 7.10], and applies [63, Theorem 2 and Corollary 3] to get the desired set $Z$, as our candidate set lemma. This concludes the lemma.
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