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security. They
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expanding the
foundations of Al
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infrastructure that keeps it running

smoothly: an aqueduct, a power
plant, a smart-city system running on
open-source software to monitor and
distribute services. Now imagine a
hostile nation-state that targets that
software system, identifies vulnera-
bilities, gains administrative access
to the main server, and shuts down
the aqueduct and the power plant,
causing paralysis and chaos.

The scenario is hypothetical—for
now. It's also realistic enough that
the National Science Foundation
recently named UCSB as the lead
institution on a five-year, $20 million
grant to pursue new approaches to
cybersecurity.

"The basic idea of the ACTION
Institute is to combine two cultures,”
explains computer science profes-
sor Giovanni Vigna, the institute’s
director. “One looks for new ways
to do Al and the other looks to use
Al in new ways to improve security.
We hope that by putting them in the
same room, something amazing will
result.”

The problem is complex. Counter-
ing the evolving tactics, techniques,
and procedures of bad actors as they
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attack massive, mind-bogglingly
complicated, and rapidly changing
systems is increasingly beyond the
capabilities of human defenders
alone. There's just too much happen-
ing, and it's happening too quickly.

“Solving the time-and-scale prob-
lem will require automation,” Vigna
says. "And it has to be smart auto-
mation, and that means Al."”

Complicating matters even further
is the idea that attackers will also be
using automation and Al to over-
come cyberdefenses. Responding to
these threats will require reasoning
and acting based on small amounts
of data, while adapting to untrain-
able and unspecified scenarios.

"In the case of security,” says UCSB
CS professor Ambuj Singh, a co-PI
on the project, “humans and Al may
have different perspectives on the
implications of actions. This is where
the synthesis of humans and Al be-
comes useful.”

The integrated approach will use
Al agents to prevent or repel attacks
in time and at scale, supported
by extensive domain knowledge,
logic-based reasoning, and hu-
man-agent and agent-agent interac-
tions.
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According to the project proposal,
over time these intelligent security
agents will become increasingly ro-
bust and effective, capable of com-
posing strategies and plans in the
face of uncertainty. They will be more
collaborative with each other and
with humans for mutually comple-
mentary teaming, and for adapting
to unfamiliar attacks.

Development work on the project
is being shared among 11 academic
institutions, with the goal of answer-
ing a series of research questions
about the capabilities needed to
build these intelligent security
agents—questions covering such
topics as learning and reasoning, hu-
man-agent and agent-agent interac-
tion, and game theory.

"These are some of the very best
people in Al and security,” says Vig-
na. “They have been at the forefront
of expanding the foundations of Al,
machine learning, game theory, and
computer security.”

They will each be working primarily
in one of eight highly integrated and
interdependent research thrusts—
four each in foundational Al and
cybersecurity.

The ACTION Institute, in turn, is
just one part of a much larger invest-
ment by the NSF to advance a cohe-
sive national approach to Al-related
opportunities and risks.

“If you use Al wrong, you can hurt
entire classes of people,” explains
Chris Kruegel, another ACTION
Institute co-Pl and UCSB professor.

“And that has occurred. So we have
to be careful about what we encode
in the agent's knowledge, what we
learn from the data, how we learn
it, and how we align it to conform to
the highest ethical values. Develop-
ing Al that is ethical and trustworthy
is not an option; it's the only thing
you can do, and it's ingrained in this
community.”

"We want to have ethical Al,” adds
Vigna. “We don't want it to be mak-
ing decisions that could cause harm

... We want to be sure that decisions
are made with a human in the loop,
but in an efficient, targeted way that
makes the best use of that person’s
capability.”




