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Abstract

Ad hoc networks have been proposed for a variety of applications
where support for real time, multimedia services may be necessary.
This requires that the network is able to offer service differentiation
and quality of service (QoS) appropriate for the latency and jitter
bounds needed to meet the real time constraint. This paper describes
a design for realistic QoS support using a system approach that in-
volves co-ordinated changes at the MAC and IP layers. At the MAC
layer, we propose a priority-based scheduling mechanism to provide
service differentiation based on current channel status. We develop
a priority-based delay model for the adaptive backoff scheme. The
delay model allows each node to make local admission decisions. At
the IP layer, the network resource availability distribution and flow
admission in multi-hop ad hoc networks is achieved through a pro-
posed call admission protocol, so that each node has the correct view
of the shared channel usage, and the correct flow admission decision
is made based on the estimated flow quality (accumulated delay of
the path). Analytical and simulation results show that our approach
can provide bounded latency and low jitter for real-time traffic, such
as VoIP. The results also demonstrate that the aggregated network
throughput is significantly improved given the quality requirements.

1 Introduction

Wireless networking and multimedia content are two rapidly
emerging technological trends. Among types of wireless net-
works, multi-hop wireless ad hoc networks provide a flexible
means of communication when there is little or no infrastruc-
ture, or the existing infrastructure is inconvenient or expen-
sive to use. With the development of ad hoc networks, we
can anticipate that multimedia applications will be popular in
personal networks or other collaborative scenarios.

An important requirement for providing multimedia ser-
vices in multi-hop ad hoc networks is that certain quality of
service (QoS) metrics can be satisfied. There has been signif-
icant research on providing QoS in wired networks. For in-
stance, Intserv [29] and Diffserv [13, 25] are two well-known
approaches. These approaches rely on the availability of pre-
cise resource utilization information of wired links. However,
because of the shared nature of wireless communication chan-
nels and node movement, these techniques cannot be directly
applied to wireless networks. For infrastructured wireless net-
works, the base station can act as a cent ral coordination point,

thereby enabling the use of centralized quality of service ap-
proaches. For example, the base station can simply deny the
admission request of a new flow if the traffic load in the net-
work is already saturated. An approach like the IEEE 802.11
Point Coordination Function (PCF) can be used by the base
station to give priority to delay sensitive traffic. In ad hoc net-
works, however, there is no centralized point that can provide
resource coordination for the network; every node is respon-
sible for its own traffic and is unaware of other traffic flows in
the network. Furthermore, a flow must often traverse multiple
hops to reach the destination; multiple nodes must coordinate
to route traffic. Hence, an approach that provides QoS must
support multi-hop communication.

Wireless networks generally have limited resources in
terms of both device capabilities and available network band-
width. Consequently, it is beneficial to have call admission
to prevent unprovisioned traffic from being injected into the
network beyond the saturation point. If a flow has rigid QoS
requirements, an admission mechanism will prevent the waste
of resources of both the source node itself and the whole net-
work, if the network cannot support the flow. Furthermore,
wireless communication channels are shared by all nodes
within transmission range; consequently, all nodes within a
transmission area contend for the limited channel bandwidth.
In a multi-hop scenario, an admitted flow at a source node not
only consumes the source’s bandwidth, but the bandwidth of
all the neighboring nodes along the data propagation path,
thereby affecting ongoing flows of other nodes. Hence, it is
essential to perform admission control along the entire path.

Service differentiation is another important aspect of pro-
viding QoS. In many ad hoc network applications, such as
disaster rescue, communication terminals may have different
priority ranks. For example, the messages sent by the com-
mander should supersede traffic sent out by other rescue team
members so that urgent information can be delivered. Many
applications that are deployable in ad hoc networks, such as
multimedia applications, may have different delivery require-
ments, i.e., low delay and jitter, and high throughput. For
instance, a typical Voice over IP (VoIP) traffic session has
the requirement of very low transmission delay. While multi-
media streaming traffic is more tolerant to latency than VoIP
traffic, it requires more bandwidth. We can therefore label



different traffic classes with different priority levels and pro-
vide service differentiation among traffic flows.

The essential problem of providing QoS in multi-hop ad
hoc networks is trying to admit as many traffic flows as pos-
sible in order to achieve high efficiency of the channel us-
age, while at the same time providing service quality guaran-
tees according to traffic priority. Recent studies [11, 22] in-
dicate that advanced techniques such as directional antennas
and multiple channels can significantly improve network effi-
ciency. However, the capacity limit still remains when more
flows try to join the network. In this paper we limit our study
to single channel usage only. Specifically, we focus on IEEE
802.11 based wireless networks.

The contribution of this paper is three-fold. First we pro-
pose a priority-based scheduling mechanism to provide ser-
vice differentiation based on current network status. Specif-
ically, the collision rate is considered in the backoff scheme
for different priority flows. Second, we present an analytical
model for the adaptive backoff scheme and derive a priority-
based delay model. Third, we propose an admission control
protocol in multi-hop ad hoc networks so that each node has
the correct view of its shared channel usage, and correct ad-
mission decisions are made based on the estimated quality
(delay) of a flow calculated using the delay model.

The remainder of the paper is organized as follows. Sec-
tion 2 first describes the operation of the IEEE 802.11 proto-
col, and then presents related work in the area of QoS pro-
visioning in ad hoc networks. Section 3 presents our pro-
posed adaptive priority scheduling scheme and a derived de-
lay model. We then extend the scheme to multi-hop networks
and explain how admission control is achieved in multi-hop
ad hoc networks in section 4. The performance of our pro-
posed approach is evaluated in section 5. Section 6 discusses
our observations and finally section 7 concludes the paper.

2 Background

2.1 IEEE 802.11

In this section, we briefly describe the operation of both the
IEEE 802.11 standard and the 802.11e QoS extension. The
standard includes specifications for medium access control
(MAC) and physical layer (PHY) [31]. It supports two ac-
cess mechanisms: Distributed Coordination Function (DCF),
which uses a basic scheme of Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA), and Point Coordi-
nation Function (PCF), which provides centralized control of
medium usage through polling of the mobile stations by the
access point. Because DCF is the only supported mode in ad
hoc networks, we limit our investigation to DCF in this paper.

2.1.1 Distributed Coordination Function (DCF)

The operation for DCF in wireless networks is based on the
use of CSMA/CA. A node with a packet ready for transmis-
sion waits until the channel is sensed idle for a specified time
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(a) Basic IEEE 802.11 DCF Access Scheme.
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(b) DCF Combined with RTS/CTS Access Scheme.

Figure 1: Operation of IEEE 802.11 Medium Access.

duration, called the Distributed Inter Frame Spacing (DIFS).
If the channel is sensed busy, the node defers the transmis-
sion until it senses the channel to be idle for a period of DIFS.
The time following the DIFS is slotted for efficiency, with the
slot size equal to the time needed for any node to detect the
transmission of a packet from any other station. A station at-
tempts transmission only at the beginning of each slot time.
The random backoff timer is uniformly chosen in a range of
[0, ������� ] slots, where ��� is the contention window size.
The backoff timer is decremented as long as the channel is
sensed idle, stopped when a transmission is detected, and
reactivated when the channel is sensed idle again for more
than a DIFS duration. DCF uses a binary exponential back-
off scheme, where CW is initially set to CW �	��
 at the first
transmission attempt, and is doubled, up to CW ���� , upon
each unsuccessful transmission. CW is reset to CW ����
 after
each successful transmission. After the backoff time reaches
zero, the station transmits. Upon a successful reception of the
packet, the receiver transmits an ACK frame after a Short In-
ter Frame Spacing (SIFS) interval; SIFS is shorter than DIFS.
The ACK enables the sending stations to detect a collision.
If the transmitting station does not receive an ACK, a colli-
sion is presumed to have occurred and after an Extended Inter
Frame Spacing (EIFS), the frame is retransmitted. The frame
is dropped after a maximum number of unsuccessful retrans-
missions. Figure 1(a) depicts the operation and the timing of
the DCF basic access mechanism.

To solve the hidden terminal problem, an optional Request
To Send/Clear To Send (RTS/CTS) mechanism is adopted as
shown in figure 1(b). After the channel is sensed idle, instead
of transmitting the data frame immediately, the station trans-
mits a 20 Byte RTS frame. Upon the reception of RTS, the
receiver responds with a 14 Byte CTS frame after a SIFS in-
terval. The source station can only transmit the data frame
upon successful reception of a CTS packet.

2



2.1.2 Enhanced DCF (EDCF)

As an enhancement to the basic DCF function, the IEEE
802.11 Working Group is working on providing QoS support
to the 802.11 MAC protocol, called 802.11e. Enhanced DCF
(EDCF) [17] is introduced to provide service differentiation
for channel access. The basic approach of EDCF includes two
distinctions from DCF: (1) assignment of different CW ��� 

values to different priority classes, resulting in high priority
traffic with smaller CW�	��
 values; (2) assignment of Arbitra-
tion IFS (AIFS), instead of DIFS, to different traffic classes,
resulting in high priority classes with smaller AIFS values.

2.2 Related Work

The existing related work can be categorized into two groups:
QoS routing for ad hoc networks, and MAC protocol en-
hancement to provide QoS.

Many routing schemes/frameworks have been proposed to
provide QoS support for ad hoc networks [2, 9, 10, 21, 30].
Among them, INSIGNIA [21] uses an in-band signaling pro-
tocol for distribution of QoS information. The information is
included in the IP headers of the data packets, and the avail-
able resources are calculated at each station the packet tra-
verses so that a QoS decision can be made. SWAN [2] im-
proves INSIGNIA by introducing an Additive Increase Mul-
tiplicative Decrease (AIMD)-based rate control algorithm.
Specifically, Explicit Congestion Notification (ECN) is used
to dynamically regulate admitted real-time sessions. Both [9]
and [10] utilize a distance-vector protocol to collect end-to-
end QoS information via either flooding or hop-by-hop prop-
agation. Once collected, the receiver selects the path that can
satisfy the QoS requirement. CEDAR [30] proposes a core-
extraction distributed routing algorithm that maintains a self-
organizing routing infrastructure, called the “core”. The core
nodes establish a route that satisfies the QoS constraints on
behalf of other nodes. None of these approaches significantly
diverge from QoS approaches for wired networks, and they do
not significantly address the differences between wired and
wireless networks.

Recently, there has been other work that proposes to im-
prove the performance of MAC protocols and to provide ser-
vice differentiation. Many of these approaches specifically
target IEEE 802.11. For example, studies in [1, 8, 16, 20]
propose to tune the contention windows sizes or the inter-
frame spacing values to improve network throughput. Among
these solutions, MFS [20] proposes estimation techniques for
the current network status and each node determines an extra
scheduling delay so as to improve the network utilization. Re-
cent studies in [23, 24, 33] investigate the problem of achiev-
ing fairness at MAC layer. Studies in [1, 3, 19, 28, 34], on
the other hand, propose priority-based scheduling to provide
service differentiation. Most of these studies utilize differ-
ent backoff mechanisms, different DIFS lengths, or different
maximum frame lengths, based on the priority of the traf-
fic/node. A different approach [35] proposes a scheme using
two narrow-band busy tone signals to ensure medium access

for high priority source stations. In addition to these stud-
ies, several analytical models are proposed in [3, 5, 20, 34].
Specifically, [5] models the IEEE 802.11 binary exponen-
tial backoff behavior of a tagged station as a discrete Markov
chain model and captures all the MAC protocol details. Based
on this work, MFS [20] proposes an analytical model includ-
ing the consideration of EIFS when collision occurs. Veres et.
al. [34] develop a delay model based on the channel utiliza-
tion, and propose to tune the contention window size so that
service differentiation can be provided.

Among the discussed solutions, our approach is most
closely related to the work in [19], which uses piggybacked
information on control and data packets to know neighbor
nodes’ head-of-line packets. This information allows nodes to
determine their relative priority. Subsequently, priority-based
scheduling can be achieved. The solution utilizes multi-hop
coordination so that a next-hop node can increase a packet’s
relative priority in order to meet the delay guarantee, thereby
achieving the quality requirement along a multi-hop path.
Our work is similar to [19] in that we also utilize priority
scheduling by varying the backoff behavior of different pri-
ority flows. We utilize multi-hop coordination along the data
delivery path to accomplish a call setup. However, there are
also significant differences between the approaches. First, our
work uses a traffic-class based priority, and differentiation is
based on per-flow traffic, while [19] provides relative priority
on a per-packet basis. Second, our priority scheduling takes
the current network status into consideration so that we can
adapt to varying network conditions, while [19] uses static
adjustment of the contention window. Third, our work does
not rely on MAC protocol control packets to collect QoS in-
formation. Instead, we utilize the on-demand routing proto-
cols to disseminate a node’s load information to its neighbors.
Piggybacking information on data and control packets on a
per-frame basis, as recommended in [19], adds extra over-
head, consequently reducing the goodput of the channel. For
example, given a 120 Byte VoIP packet, the overhead will
be 48 Bytes (20 Bytes for the RTS, plus 14 Bytes each for
the CTS and ACK), and the extra overhead for piggyback-
ing priority information is 24 Bytes according to the algo-
rithm described in [19]. Furthermore, RTS/CTS is optional
for the IEEE 802.11 MAC protocol, especially when small
packet sizes are used (such as for a VoIP packet). Hence the
approach will result in less channel efficiency. Finally, [19]
does not provide an admission control mechanism, resulting
in performance degradation as the traffic load increases.

3 Adaptive Priority Scheduling

In this section, we describe our proposed priority scheduling
solution and derive an analytical model of the backoff opera-
tion, as well as a delay model with the priority scheduling.
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3.1 Priority Based Scheduling

As stated in section 1, service differentiation is needed for
different applications. The differentiation can be achieved by
assigning different priorities to the traffic flows and schedul-
ing packet transmission based on the priority of the associ-
ated traffic class. For instance, VoIP traffic can be given a
higher priority so that it has a greater probability of obtain-
ing channel access and subsequently meeting its end-to-end
delay/jitter requirements. On the other hand, non-real-time
traffic can be given lower priority. To enable this, each node
can have a separate queue for each priority, and traffic within
a node can compete based on the priority policy. Another way
of supporting priorities is for different traffic classes to share
the same priority queue, with the head-of-line packet being
the packet with the highest priority. In our approach, follow-
ing the IEEE 802.11e standard, we consider the former case,
where each traffic class acts as a virtual station; each queue
contends for medium access independently and has its own
backoff policy.

In the context of 802.11e, service differentiation at the
MAC layer can be achieved by different schemes [1]. Pos-
sibilities include scaling the contention window according
to the priority of each flow, assigning different inter-frame
spacings, and using different maximum frame sizes. Here
we primarily focus on the adaptive backoff schemes because
typically the frame sizes cannot be controlled by the MAC
layer. Specifically, by assigning a different set of CW��� 

and CW ���� values to different traffic classes, we can achieve
an initial service differentiation. As stated in the basic DCF
mechanism, the backoff function

�
of a flow with priority de-

noted as ����� is decided by:
���	� ��
��������� �����

�
����� ������� �	��
�� �"!�#%$'&)(*�,+-�.+0/ (1)

where � and / denote the number of retransmissions and the
maximum allowed number of retransmissions, respectively.
However, predefined static CW��� 
 and CW ���� values may
not achieve optimal performance given different real traffic
composition. To achieve better service differentiation, one
approach is to change the backoff rate, i.e., choose a different
constant 1 for different priority as indicated in Eq. (2),

� �2� � 
3�4�����5� ���61
�
��� �	��
 �7�8! #%$'&)( �9+0�.+-/ (2)

For instance, a larger 1 for low priority traffic indicates a
larger backoff range, resulting in a smaller chance of success-
ful capture of the channel. This can improve the service dif-
ferentiation; however, it also brings less stability to the whole
system, as indicated in [1]. In addition, the faster backoff
rate will result in channel waste since the channel is idle for a
longer time while all the stations backoff, especially when all
the traffic has low priority.

Hence, here we consider a constant 1 for all traffic. Specif-
ically, we adopt binary exponential backoff, where 1 is equal
to 2. However, better service differentiation as the network
conditions change is accomplished by an adaptive backoff
scheme, as we describe in next section.

3.2 Adaptive Backoff Scheme

As stated in the IEEE 802.11e standard, different traffic class
priorities are assigned different CW values. Typically, these
values are predefined and hence do not adapt to the network
state. However, because the state of ad hoc networks can vary
greatly due to mobility and channel interference, it is advan-
tageous to adjust the values according to the current chan-
nel condition. Specifically, mechanisms for avoiding colli-
sions can be considered. Given a high traffic load in the
network, the number of retransmissions significantly affects
the throughput and subsequently packet delivery latency [20].
Hence, it is beneficial to consider the collision rate in the
backoff scheme.

To achieve service differentiation, as well as to adapt to the
current network condition, we combine the collision rate with
the backoff mechanism, and we have:

� �	� � 
:��������� ���<;=�
�?>

��@ &A$ �.�����CBD� ��� ��� 
 �7�8! #%$E&A(
�9+0�.+0/ (3)

where, � @ &A$ denotes the collision rate between a station’s two
successful frame transmissions, and ����� is a variable associ-
ated with the priority level of the traffic. By applying Eq. (3),
traffic with different priority levels will have different back-
off behavior when collisions occur. Specifically, after a col-
lision occurs, low priority traffic will backoff for longer, and
subsequently high priority traffic will have a better chance of
accessing the channel. Additionally, after a successful trans-
mission, the reset of the contention window also takes the col-
lision possibility into account because the next packet trans-
mission has a greater chance of suffering a collision, given a
high collision rate in the past.

3.3 Analytical Model for Backoff Schemes

We now develop an analytical model for our priority based
adaptive backoff scheme with consideration of the collision
rate, as indicated in Eq. (3). Our assumptions are the same
as in other previous work [20]: the channel attempt rate is ex-
ponentially distributed with average rate FG@ , and the collision
rate, given in an empty slot, is constant and only relates to the
current traffic load.

Let H3
JI<��K��L��MN�	OEOEO'�L��#�P be the set of flows with different
priorities in the network, where Q denotes the total number
of priority classes supported by the system, and RG� �TSUH , � �
is the number of flows of priority class � . Flows with the
same priority level have the same average packet length V �
and the same average backoff window size WX;=� ��B . The current
channel attempt rate, F @ , can then be represented by

F @ 

#Y
�EZ�K

�\[Y
] Z�K

�^ �`_ ] 

#Y
�'Z�K

� �a^ � 

#Y
�'Z7K

� �
Wb;c� �=B (4)

where
^ �c_ ] denotes the backoff window size of flow d with

priority class � and
a^ � 
e ] � ^ �`_ ] �G
:WX;=� � B .
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Given the channel attempt rate F @ , the competing traffic
attempt rate of a node with priority � is

F ��
3F @ � �
WX;c� ��B (5)

The collision probability of the node, � � , is

� � 
 ���� ��� [ (6)

and for each priority backoff function
� � [ ; � �%B , ����
�� ��( 
� �\[ ; � � � ��� �6�AB .

Let / 
 �	��
�� M����������� � [���� , then the probability that ��� 

� ] ������� 
 is

� ] 
 � ��� � � ] � ��+ d + / � � ���� �	!#"$ Z � � $� 
 @&% � �[K � � [ d.
/ (7)

where ! � $ Z � � $ 
 � , and we also have

� � � ; � > � � > � M� > �'�(� > � ��
��8� � B 
 �b
*) � � 
 �� � � (8)

Then for any priority class � , the average backoff window size
during collisions is

WX;=� �,+ backoff B 
 ^ �-�.� > ^ K � K > �/�(� > ^ � � �


� � KY
] Z � ���

] � �
� � ] � ; ��8� � B

> ��� � � �
� � �� (9)

For our proposed backoff scheme as indicated in Eq. (3),
��� ] 
 � � ]

>
�7;10)B)1 � � ��� ��� 
32 � � ]

>
� � 1 � � ��� �	��
 ; R d S� ���)/8�`B , and we have

WX;=� � + backoff B 

� � KY
] Z � ;=�

] > � � 1 � B ��� �	��
�_ � � �
� � ] � ; ��"� � B

> ;=� �
>
� �=1 �=B ��� ����
�_ � � �

� � ��


� � KY
] Z � �

]
�����	��
�_ � � �

� � ] � ; ��"� � B
> � � ������� 
 _ � � �

� � ��
>
�
� � KY
] Z � 1 �� �

]54 K
� ; � �8� � B

> 1 �
� �
�� � � ��� ����
�_ �


 ��� ����
�_ �
��; ��� �2� � B � ��8� � �"� �);��\� �=B

� �
> 1 �

� � � � �����	��
�_ � � �
�

(10)
where ������� 
 _ � is the minimum contention window size for
priority � , and 1 � can be a constant associated with the flow’s
priority class � . Hence, besides the different ��� ����
 value, by
adjusting 1 � we can adjust the sensitivity of the difference of
different priority classes with respect to the collision rate � � .
Furthermore, it is envisioned that more flexible 6G;=1 � B could
be used to provide stronger differentiation among the priority
classes.

Continuing the Wb;c� �=B calculation, Eq. (10) gives the aver-
age backoff window size under the condition that the channel
is sensed busy. IEEE 802.11 specifies that the node transmits
immediately without backoff if the channel is sensed idle for
the DIFS period. Let 7�8 � �9� denote the probability of free
channel when the node attempts a transmission, and 7;:=< #?>
denote the probability of busy channel, we have

7 8 � �9�D
 K� [aV
> K� [

7�:=< #?> 
 aVaV
> K� [ (11)

where
aV is the average packet transmission time. Then the

average backoff window size Wb;c� � B is

WX;=� � B 
@7�8 � �9� ; ��A� ��� [ BAWb;c� � + backoff B> 7�:=< #?>NWb;c� �B+ backoff B (12)

Hence, we have derived the expression of the current chan-
nel attempt rate F5@ as a function of average backoff window
size WX;=� ��B in Eq. (4), contending traffic rate F � for a node
with priority � as a function of FG@ and WX;c� � B in Eq. (5), the
expression of collision possibility � � as a function of F � in
Eq. (6), and finally, the expression of average backoff win-
dow size WX;=� ��B as a function of the collision possibility � � in
Eq. (12).

For any given flow set � K �6� M �	OEO'OE�6� # , we can get a derivedFDC � , �DC � and WX;=� �=B9C by using the same iteration algorithm as
used in [20]. Specifically, as proved in [15] by Goodman et.
al., the expected number of collisions in a binary backoff al-
gorithm grows asymptotically with E9; ��
/�GF B , where

F
is

the number of active stations in the network. Hence, the ini-
tial backoff window size WX;=� � B.H �,I , in our scheme, is bounded
by following

Wb;c� �=B H �,IKJ �����	��
 � ��LNM O PRQ HTSVU[�WYX � [ I (13)

where Z ;9[-� B is some arbitrary constant.
Given WX;c� �=B H �RI , which represents the largest backoff win-

dow size, we can calculate F H �,I� and � H �,I� using Eq. (5) and (6),
respectively. Then, by applying Eq. (12), we can calculateWb;c� �=B H K I . The iteration repeats until the difference of two con-
secutive iteration values satisfies + Wb;c� � B.H ]54 K I � WX;c� � B,H ] I + J3\ ,
where

\
denotes some pre-defined small value. Here, we

make a small adjustment when calculating Wb;c� � B . Instead
of using Eq. (12) to calculate WX;=� �=B.H ]54 K I , we set this result
to Wb;c� � B.H ] I1] , which represents the smallest backoff window
size. WX;=� �=B.H ]54 K I can then be obtained as the arithmetic mean
of Wb;c� � B,H ] I and Wb;c� � B,H ] I1] . We find this can achieve a much
faster convergence speed than the original iteration algorithm
in [20], where the arithmetic mean is only used in the first
iteration. The iterative algorithm always converges as proved
in Theorem 1 in [20].

Figure 2 shows a comparison between the analytical model
and simulation results for the throughput versus the number
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Figure 2: Comparison between Analytical and Simulation Results ( �� � [ � =32).

of flows in a single broadcast region. ��� ����
 value is set to
32 and the packet size is set to 500 bytes. The numerical re-
sult is calculated using Eq. (37) in [20] with inputs F and �
calculated with our derived model. We can see that the sim-
ulation results closely match the analysis, thereby verifying
our model.

3.4 Delay Analysis of Adaptive Backoff
Scheme

Given the current traffic rate F � , collision possibility � � , and
the average backoff window size WX;=� ��B , as calculated in sec-
tion 3.3, we now derive the delay model for priority � .

Following the same analysis in [34], let � ] ;c� �%B denote the
total deferred time during the d th backoff for priority � . Be-
cause the backoff timer only decreases when the channel is
idle, we have

� ] ;c� �%B 

� aV �

> � ] aV
> ^ ] d,
 � �� ] aV

> ^ ] > aV d [ � (14)

where
^ ] is the backoff time of the d th collision and

� ] is a
Poisson random variable with average of F � � ^ ] and denotes
the number of packets that are sent during the d th collision.aV is the average packet length of the traffic and

aVJ

! #
�'Z7K ! �2[] Z7K V � ]! #

�'Z7K � � 
 ! #
�EZ�K � � � V �! #
�EZ�K � � (15)

where V � is the average frame size of flows for priority � . aV �
is the residual packet length that caused the collision on the
first try and

aV � 
�� M .

Hence, given the current attempt rate F � and the collision
possibility � � calculated using Eq. (5) and (6), the average
value of the total accumulated deferred time for priority � ,

denoted as ��$ , can be estimated as

� $�
:e � Y � ] �

 "Y
$ Z � e

$Y
] Z � � � ] + � backoffs�C; ��"� �=B � $ �


 "Y
$ Z�K ;

$Y
] Z�K e �';

� ] > �<B aV
> ^ ] + � backoffs�

>
e �'; � K

> �
� B

aV
> ^ K�+ � backoffs�`B2; ��"� ��B`� $ �>

e �'; � K
> �
� B

aV
> ^ K�+ � backoffs�C; ��"� ��B


 "Y
$ Z �

$Y
] Z � e �';�F

aV
>
�<B ^ ]

> aV4�C; ��"� � B � $ �

�
aV
�
"Y
$ Z � ; ��8� �=B`� $ �

(16)

For the basic DCF backoff scheme, where

e � ^ ] � 
 � ] � ��� ����
 � �
� (17)

we have

� $); ^ � Q	� � B 
 F ��V
>
�

� ������� 
�� � � �
� 4 K�

��"� �> �
>
� �� �-;�� � 4 K >�� B � � 4 K� � �2� � 4 M�

�� �2� � �
>
� V � F�V

>
�

� � �
��"� � �

aV
�

(18)

For our proposed adaptive backoff scheme,

e � ^ ] �G
 ;=� ]
>
� � 1 � B ��� ��� 
 � �

� (19)
Hence, we have

� $ 
:� $); ^ � Q�� � B > � "Y
$ Z � 4 K

�Y
] Z � � �c1 �

> �Y
$ Z �

$Y
] Z � � �c1 �`�

� ; F �
aV
>
�

� B	; ��"� �%B � $ �

3� $ ; ^ � Q�� � B > � � 1 � F � aV

>
�

�
� � ; ��8� �� B
��"� � � ��� ����


(20)

R priority � ,
� 
 � �=1 � F �

aV
>
�

�
� � ; ��8� �� B
��"� � � ��� ����
 (21)

is the differentiation item. All other items in Eq. (20) are the
same for all priorities. Hence, the difference of delay between
different priority classes is linear with respect to 1 � . By ad-
justing 1 � , we can adjust the sensitivity of the difference with
respect to the collision rate � � .
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Figure 3: Comparison between Analytical and Simulation Results ( �� � [ � =32).

Continuing the delay derivation, Eq. (20) gives the average
of the total accumulated deferred time for a packet transmis-
sion when collisions occur. Similar to Eq. (12), the average
deferred time is

���.� 8 � � 
 7 8 � ��� ; �� � ��� [ B2; aV >
� $=B

> 7�:=< #?>N� $ (22)

Let � ( � ��
 # ���E#A# �E& 
 denote transmission time of the packet,
then the average service delay is

��#9� ��� � @ �D
3���.� 8 � � > � ( � ��
 # ��� #A# � & 
 (23)

Eq. (23) is the result for head-of-line packets. When queuing
delay is considered, the total delay can be obtained by uti-
lizing the delay results of an M/M/1 queue [4]. Specifically,
suppose the traffic arrival rate is Poisson distributed with av-
erage rate of � � �6� � � �\$ , and the service rate is also Poisson
distributed with average rate of � #9� ��� � @ � 
 �

� � #�� ��� � @ � . Then
the total delay is

�.
 �
� ;=� #9� ��� � @ � � � � �L� � � ��$ B (24)

Eq. (24) is the result needed to check whether the delay bound
for the priority flow is satisfied. Based on this, admission
control can be achieved.

Figure 3 shows the comparison between the analytical
model and the simulation results for the average packet ser-
vice latency (excluding queuing delay) when the traffic load
increases. Three 1 values were given to different priority traf-
fic and each priority level has the same number of flows dur-
ing the simulation. The packet size is set to 500 bytes and
�����	��
 is set to 32. We can see that the simulation results
and the numerical results are close to each other, thereby ver-
ifying our analysis: with different 1 values, different priority
traffic experiences different latency, and the differentiation in-
creases when the channel utilization increases.

4 Multi-hop Call Setup

In this section, we propose to utilize the route set up and
maintenance process in ad hoc routing protocols to perform
call admission and resource management. Many of the cur-
rent routing protocols in ad hoc networks can be divided into
two general categories: proactive and reactive routing pro-
tocols [27]. We consider the utilization of reactive routing

protocols in this paper, in which routing activities are initi-
ated in an “on demand” basis, and hence have the advantage
of reduced routing load given low bandwith wireless links, as
described in [6]. Specifically, during call setup, the source
node disseminates the flow’s priority information along with
the Route Discovery process of the routing protocol. Each
node on the path decides whether the flow can be admitted
based on its local information, i.e., its active neighbors and
their associated load. The goal of admission is to admit as
many flows as the channel permits, while not causing signifi-
cant performance degradation to ongoing high priority traffic.
This can be accomplished using the analysis and prediction
described in section 3.4. Section 4.1 elaborates the details
of the protocol. Once a call finishes, the flow termination in-
formation propagates so that active stations that were affected
by the flow become aware of the change and can subsequently
make correct decisions for future call admissions. This prop-
agation occurs along with the Route Maintenance process of
reactive routing protocols. We describe the operation of this
process in section 4.2.

4.1 Call Setup

When a new flow is issued, the call setup process determines
whether the flow can be admitted with the needed service
level while the requirements of current sessions are still sat-
isfied. We apply the proposed mechanism and the analysis as
described in sections 3.2 and 3.4 in a multi-hop ad hoc net-
work and combine it with a reactive ad hoc routing protocol
to provide call admission control.

Before a flow can be admitted, a Route Discovery process
is needed to setup a route from the source to the destination.
This is typically accomplished through multi-hop forwarding.
Route discovery works by flooding the network with a route
request (RREQ) packet. Upon reception of a RREQ, each
node rebroadcasts it to its neighbors, unless it is the destina-
tion or has a route to the destination. Such a node replies
to the RREQ with a route reply (RREP) packet. The RREP
is propagated hop-by-hop back to the source node. Once re-
ceived by the source, data packets can be routed to the desti-
nation. Details of two well-known on-demand routing proto-
cols can be found in [12].

Admission control is needed during the call setup. This
is because a node’s transmission consumes not only its own
channel resources, but the resources of all its neighbor nodes.
Additionally, a flow typically traverses multiple hops to reach
the destination. This affects all the flows in the neighborhood
of the nodes on the transmission path. During the call admis-
sion, the impact information of the new flow, i.e., increased
traffic load on the nodes, is collected along with route setup,
so that each node has the correct view of its shared channel
state. Each intermediate node uses this information to calcu-
late an estimated local transmission delay. Finally, the source
node uses the collected load information, as well as the de-
lay information obtained through routing control messages,
to make the admission decision.
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Call Setup Request

Call setup is integrated with route discovery to find paths that
can satisfy the QoS requirement. Specifically, through the
request process, routes from the source node to the destination
are obtained, and every node has the correct view of the traffic
load in the shared channel.

In addition to the routing table locally stored at each sta-
tion, each node also keeps a set of neighbors, called a neigh-
bor set. The neighbor set maintains information about the
node’s neighbors, i.e., nodes that are within its transmission
range. Here we assume bi-directional link connectivity. Each
record in the neighbor set contains the neighbor node’s ad-
dress, as well as its load information, in terms of the current
number of service flows and their respective priority level.
Load information has an associated state, confirmed or pend-
ing, or unknown, indicating whether the load has been admit-
ted or is in the process of call admission. An unknown state
indicates an inactive neighbor of a node.

When a route request packet is broadcast for a new flow,
the priority of the traffic class, as well as the required quality
(delay threshold), is included in the RREQ packet. The accu-
mulated delay through the traversed path is also included in
the RREQ packet. Upon the reception of a RREQ from node� , node

^
first adds a pending record for node � with the re-

quested flow information into its neighbor set. If the packet
is not destined to

^
, node

^
decides whether to rebroadcast

the RREQ. Node
^

first updates its own potential load in the
neighbor set. Then, based on this updated set, it uses Eqs.
(5), (6) and (10) in section 3.3 to calculate an estimation of
the future traffic rate F and collision rate � . By applying Eq.
(23) in section 3.4, a predicted delay � � for the high prior-
ity flows can be calculated. The flow can only be admitted if� � +�� , where � is a predefined delay threshold, and the sum
of � � and the accumulated delay of previous hops included in
the RREQ packet meets the required quality. If the flow is
admissible, node

^
then rebroadcasts the RREQ message. It

also sends a neighbor reply (NREP) packet back to node � ,
indicating its updated neighbor set information. The NREP
packet contains a record of flow information for each neigh-
bor node. Otherwise, if the delay criteria cannot be satisfied,
node

^
drops the RREQ packet without any rebroadcast or re-

ply. It also deletes the potential load cost of itself from its
neighbor set. However, at this point, it still has the pend-
ing record for node � with the requested flow. The record
will expire after some expiration time value (for instance 2 �
RREQ TIMEOUT), if no further action is taken. If

^
is the

destination, it replies to � with a RREP packet. In all cases, if
node � was previously unknown to node

^
,
^

sends a copy of
its neighbor set to � through a NREP packet.

The algorithmic description of this process is presented in
figure 4. Note in all algorithmic descriptions, we do not in-
clude the actions of the routing protocol, such as routing table
look up, insert, or update, nor do we include the data packet
transmission.

Upon the reception of a NREP packet, a node updates the
load information of its neighbor nodes, i.e., nodes that are in

Algorithm 4.1: RECV RREQ( ���������
	��	������ )
Input: � ������� : the received RREQ packet.
Input: � : the sender address of the RREQ.
Input: ����� : the priority of the requested flow.

// Check if � is a new node.
if ������

then do
������� � !#"$�%	 � 	'&(��)*�+�,-��.0/1�2 �43657!���&%�8/

enddo /

// Check if this RREQ was received before.
if �9������� is duplicate then goto STEP1;

// Otherwise, fresh RREQ.
&8�(:4�*!��4"$�	;������	 � 	��%���<:4���%3=.0/
if I am the destination

then &����>?�=�?! @A@ABC�D"$�%	��(���'	'� ������� .0/
else do
&8�(:4�*!��4"$EGF=��� 2�1 	H�����'	 � 	$�%���:4�I�%3=.0/
:4J�KL������:4�I>M! :*� 2 �*F" � .0/
if :4J�NPO6Q$R ����S R#TMU V

then do
����W?��+��*:4>0�(�?! @A@ABCXY"��9���M�Z��.0/1�2 �*3657!���&%�8/

enddo /
else do
:*� 2 �#!��*"$E[F=� � 2$1 	\������	 � .0/
:4��+M�9"�� ������� .0/

enddo /
enddo /

STEP1: if
1�2 �43 then &����>?�=�?! ]^@ABC�D"$�%	 � .0/

Figure 4: The node process upon reception of a RREQ packet.

the intersection of the neighbor sets of itself and the received
NREP. The reason for this intersection is that the neighbor set
of node � ’s neighbors contains nodes that are more than two
hops away from � . These nodes are not of interest to � when �
is performing admission control. Note the change of neighbor
set information and the transmission of an NREP message
only occurs “on-demand”, i.e., only when a new neighbor is
discovered, or the load associated with the node changes.

Hence, during the journey of a call setup request along with
a route request, each node along the propagation path makes
a decision based on its current load condition, as well as the
load of the nodes in its neighbor set. The nodes become aware
of the load of neighbor nodes that will be affected by the new
flow through the transmission of NREP packets.

Call Setup Reply

As described above, when a destination node receives a
RREQ destined to itself, it unicasts a RREP packet along the
reverse path. Note, RREP generation by intermediate nodes,
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Algorithm 4.2: RECV RREP( �9�M�����*	��	������ )
Input: � ������� : the received RREP packet.
Input: � : the address of the RREP sender.
Input: �(��� : the priority of the requested flow.

if � �5 Destination
then do

if � ��^�
then �I��������!?"$�%	������'	 � 	��%���<:4���%3=.0/
else &8��:4�4!'�4"$�%	;�(���'	 � 	$�%���:4���3=.0/

// Determine the potential delay adding the requested flow.
:4J�KL������:4��>0! :*� 2 �*F" � .0/
if :4J�NPO Q�R ����S R�TMU V

then do
if I am the source
then &8��:4�4!��*"$E[F=� � 2$1 	H�����'	 � 	�>?+�� 1 ����E^��: .0/
else &����>?�=�?! @A@ABC�D"$�%	;�(���'	�� ������� .0/

enddo
else do
:4��+M�9"�� ������� .0/
:*� 2 ��!��4"$EGF=��� 2�1 	\�����'	 � .0/

enddo

Figure 5: The node process upon reception of a RREP packet.

while utilized by many routing protocols [18, 26], is disabled
here because the intermediate node may not have correct load
information for the succeeding nodes along the path. Sub-
sequently, it cannot make an admission decision. Upon the
reception of the RREP packet, each intermediate node adds a
record for the sender of the RREP (the previous hop) if there
is no existing entry for that node in its neighbor set (the des-
tination node should be excluded because it does not transmit
packets for this session). Then, the node recalculates the de-
lay � � , as in the request phase, based on its updated neighbor
set information. A node forwards the RREP along the reverse
path as long as the criteria can be satisfied; otherwise, the
RREP is dropped. The forwarding node also updates the ac-
cumulated delay in the forwarded RREP. Finally, the RREP
reaches the source node. After a re-examination of its neigh-
bor set, the source node decides whether to admit the flow,
and it uses the path indicated in RREP if it is admissible. Af-
ter a successful call setup, the source node updates its neigh-
bor set and sets the pending state of itself, as well as the next
hop node, as confirmed. The source node also deletes the
pending record for this flow associated with the nodes that
are not on the selected next hop path. Note that to make an
admission decision, the source node compares the sum of the
estimated delay to a total threshold value. If a source node
receives multiple RREPs, it chooses the route that best meets
the service requirements. An algorithmic description of the
process of RREP reception is given in figure 5.

4.2 Resource Management

As described in the call setup request process, each node that
rebroadcasts the RREQ creates a pending record for the to-
be-admitted flow from the RREQ source. Because the RREP
is unicast, nodes in a broadcast region that are not on the path
do not know whether the flow is admitted. Subsequently the
new load of the nodes along the path is unknown to other
nodes in the broadcast region. Hence, there must be a mech-
anism to pass this information on to these off-path nodes. We
achieve this objective by marking the very first packet of the
flow. Each node along the communication path knows the
flow is admitted through this marked packet, and as a result,
updates its local load. It confirms the pending information of
itself and its downstream neighbors. Then, each node along
the path broadcasts a NREP packet to inform its neighbors of
the change. Upon reception of the NREP, the nodes that are
not on the delivery path of the flow update the load change
for their neighbor nodes that are on the path and delete the
pending record about this service load from the neighbor set.
If the pending record expires and a node has not received a
NREP message about the update, the node deletes the pend-
ing record. An algorithmic description of the process of data
packets is given in figure 6.

Algorithm 4.3: RECV DATA( �9V���Q��*	��	;����� )
Input: � ������� : the received DATA packet.
Input: � : the last-hop address of the DATA.
Input: ����� : the priority of the data traffic.

if � V���Q�� is marked as the first packet
then do

// Update its own load information.
&8�(:4�*!��4"$EGF=��� 2�1 	H�����'	 � 	'>?+�� 1 �I��E^��: .0/

// Update the load information in its neighbor set
�

.
&8�(:4�*!��4"$�	\�����'	 � 	�>?+�� 1 ����E^��: .0/

// Inform neighbors about the change.
W0��+��*:4>?�=�?! ]^@ABC�D" � .0/

enddo

Figure 6: The node process upon reception of a data packet.

When a flow ends, the load of all the nodes along the path
is updated to reflect the released bandwidth. This information

A DCB
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Figure 7: An example topology.
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Figure 8: The events and states change of nodes during call setup of
���

.

should also be propagated into the node’s broadcast region so
that other nodes learn of the available resources. This pro-
cess is performed through the Route Maintenance phase of
reactive routing protocols. Specifically, a node detects the
termination of a flow by either the route expiration, or by the
enqueue rate measured for each priority queue at each node.
After the detection, the node broadcasts a NREP packet to
inform its neighbors of the change in its current load.

Consider an example scenario as shown in figure 7, where
node A’s neighbor set is ��� 
 I�� �6e �LV �	�,P . Similarly,
��
 
 I<H � �4�6e �LV �	� P , ��J
 I<H �	� �LV �	�9��� P , and �  
I�� �0�UP . There are 3 flows:

� K�� e�� V ,
� M�������� and��� � H�� � . The starting time of the flows are
� K J � M J ���

.
Figure 8 shows the communication events and neighbor set

changes that occur during call admission when node E sends
a request for flow

� K . Note we only show the neighbor set of a
node if there is a change triggered by a packet reception, due
to the space limitation.

4.3 Optimization

In this section, we discuss optimizations for the protocol by
considering message loss and interference of nodes in the car-
rier sensing range.

Message Loss: The correct admission decision is based on
an accurate view of a node’s neighbor set. As described in
section 4.1, the update of the neighbor set is triggered by a
message reception. Message loss due to collisions and node
movement can be frequent in wireless networks. If a RREQ
packet from node � is not received at a neighbor node

^
,
^

will not update � ’s potential load. This is likely to impact^
’s future admission decisions. However, if � ’s load is con-

firmed,
^

will receive a NREP packet from � indicating the

��

��

��

��

��

��

Figure 9: Network topology for the first simulation set.

change. Node
^

can also learn of this change transitively from
other neighbors in its broadcast region. Similarly, if a specific
broadcast NREP packet is lost, the affected node will learn of
the change of load through its neighbors unicast NREP packet
exchanges. The sender of a unicast NREP and RREP packet
will receive an ACK message from the next hop, thereby en-
abling the sender to detect packet loss. To improve the ro-
bustness of the protocol to message loss, we can introduce
periodic hello message exchanges between neighbors, as uti-
lized in many proactive routing protocols. The neighbor set
information can be included in the hello messages so that each
node has an updated view of its neighbor information.

Interference from Carrier Sensing Range: Our de-
scribed protocol does not explicitly consider the interference
from nodes within the carrier sensing range but outside of
transmission range. Because the measured collision rate used
in our delay analysis already takes the interference of carrier
sensing into consideration, the problem is mitigated. How-
ever, to improve the accuracy of neighbor information, we
can utilize current power control techniques so that control
packets are transmitted at a higher power. This enables all
neighbors within the carrier sensing range to be reached.

5 Performance Evaluation

The performance of our adaptive priority based scheduling
algorithm, as well as the call setup protocol, is evaluated in
the following simulations. Our approach is implemented in
the NS-2 [14] simulator with the Monarch mobility exten-
sions [6].

����

����

��

��

��

��

��

��

Figure 10: Network topology for the second simulation set.
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Figure 11: Performance Comparison between Adaptive Backoff and Non-adaptive Backoff without RTS/CTS.

5.1 Experimental Setup

The first set of simulations explores the performance of our
proposed adaptive backoff algorithm described in section 3.
The simulated network topology is shown in figure 9. A
group of node pairs, � � �0� � are all within the same broadcast
region. The link bit rate is 1 Mbps. The traffic flows are of
three different priority classes; the parameters for the classes
are shown in table 1. The background traffic includes three
flows each of medium and low priority, where the source and
destination pairs are randomly chosen. We vary the number
of flows with high priority and evaluate the performance of
our adaptive backoff scheme. Specifically, the performance
metrics for evaluating the backoff algorithm include:

� Packet delivery fraction: The number of data packets
received by the destination compared with the number
of data packets generated by the source for each priority
class.

� End-to-end packet delivery latency: The average de-
livery delay of the data packets from the source to the
destination.

Table 1: Priority Traffic Parameters
Priority Packet Size Data Rate
Class (bytes) (Kbps)
High (G.711 VoIP) 160 64
Medium 1000 320
Low 500 80

� Aggregated throughput: The sum of the throughput for
active flows in the network, including flows of different
priority classes.

� Number of collisions: The total number of collisions
that occur in the network during the simulation.

The second set of simulations studies the performance im-
pact of our multi-hop call admission control. The simulation
topology is shown in figure 10; all the flows need to traverse
an average of 2 hops from � � to � � . The background traffic
includes 2 flows each of medium and low priority. We in-
crease the number of high priority flows by one, at each 10
second interval. In addition to the performance metrics de-
scribed for the first set of experiments, we also consider the
following metric:

� Control overhead: The number of control packets
transmitted during the call setup.

5.2 Results

5.2.1 Adaptive Backoff Scheme

Figure 11 shows the effect of using our adaptive backoff
mechanism (denoted as ADP) with and without RTS/CTS
control packets. For comparison, we also show the results
of a non-adaptive scheme (denoted as NDP), which does not
take the collision rate into consideration and only varies the
��� ��� 
 values of different priorities. Figures 11(a) and (b)
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(b) Packet Delivery Latency of High Priority Flows.
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(c) Aggregated Data Throughput of the Network.
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Figure 12: Performance Comparison between Adaptive Backoff and Non-adaptive Backoff with RTS/CTS.

show that adaptive backoff provides better service differenti-
ation than the NDP scheme in that the packet delivery ratio of
high priority flows does not suffer a significant decrease when
the traffic load increases, and the end-to-end delivery latency
of high priority flows is kept very low so that the service re-
quirements can be met. Further, the aggregated throughput of
the network using our scheme outperforms the NDP scheme
as shown in figure 11(c). By including the collision rate in
the next ��� calculation, we reduce the possibility of future
collisions, as shown in figure 11(d), thereby improving the
throughput.

Figure 12 shows the simulation results of the same setup
with the RTS/CTS mechanism enabled. Again, the adaptive
backoff algorithm achieves better service differentiation, as
well as reduces the number of collisions in the network.

We also observe that the performance gained by using the
adaptive backoff scheme is more significant when RTS/CTS
is not employed. This is because by using RTS/CTS, most
collisions occur with the small RTS/CTS packets, not the data
packets. Hence the stations detect the collisions more quickly
and enter the backoff state sooner. This results in a smaller
average end-to-end delay for the non-adaptive backoff, as
shown in figure 12(b), than without using RTS/CTS, as shown
in figure 11(b). On the other hand, for the adaptive back-
off scheme, the delay without RTS/CTS is smaller, because
it does not include the extra latency of the RTS/CTS packet
exchange. Furthermore, with heavy traffic load, the num-

ber of collisions in the network when RTS/CTS is employed
(shown in figure 12(d)) is higher than without RTS/CTS (fig-
ure 11(d)). As the nodes enter the backoff state earlier, there
is less delay before they attempt the next transmission. This
causes an increase in collisions. The aggregated network
throughput of the adaptive scheme with RTS/CTS enabled is
less than without RTS/CTS, as shown in the solid lines in fig-
ures 12(c) and 11(c), due to the RTS/CTS overhead. On the
other hand, the aggregated network throughput of the non-
adaptive scheme with RTS/CTS enabled is larger than without
RTS/CTS, because most collisions occur among RTS/CTS
packets, instead of data packets, thereby improving through-
put.
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Figure 13: Delay Differentiation between Priority Flows.

Figure 13 shows the average latency of each priority flow
level as traffic increases when RTS/CTS is not applied. The
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0 10 20 30 40 50
0

0.5

1

1.5

Simulation Time(s)

A
gg

re
ga

te
d 

N
et

w
or

k 
T

hr
ou

gh
pu

t (
M

bp
s)

NDP
ADP

(c) Aggregated Data Throughput of the Network.

0 10 20 30 40 50
0

20

40

60

80

100

120

Simulation Time(s)
T

ot
al

 N
um

be
r 

of
 C

ol
lis

io
ns

 (
pe

r 
se

co
nd

)

NDP
ADP

(d) Total Collisions of the Network.

Figure 14: Performance Comparison between Adaptive Backoff and Non-adaptive Backoff without RTS/CTS.

figure indicates that service differentiation is achieved by our
adaptive backoff scheme.

In summary, having an adaptive backoff mechanism has
several advantages. First, it can adapt to network congestion
(collisions) by increasing the backoff time to reduce the pos-
sibility of collision, thereby improving the aggregate network
throughput. Further, it provides better service differentiation,
resulting in a greater chance of high priority traffic meeting
its real-time constraints.

5.2.2 Multi-hop Call Admission

Figure 14 shows the protocol performance in a multi-hop sce-
nario when RTS/CTS is not employed. The solid lines repre-
sent the results for our adaptive backoff scheme. The non-
adaptive backoff scheme is shown in dotted lines for compar-
ison. Given our traffic model and network topology, our ad-
mission control process can admit up to four multi-hop high
priority flows. For the admitted high priority flows, the av-
erage packet delivery ratio is higher than 90% and average
latency is less than 200ms, as shown in figures 14(a) and
14(b). Here we use 200ms for the latency threshold. In fig-
ure 14(a), the packet delivery ratio above one indicates that
the number of received packets exceeds the number of sent
packets in the measured interval, due to the transmission la-
tency. We also observe that the variation of transmission de-
lay of high flows is comparatively small, indicating low inter-

transmission delay, and thereby reducing transmission jitter
of the flows. While not shown, when the fifth high prior-
ity flow starts, the estimated delay at the source node reaches
439ms, which is above the threshold. Hence this request is re-
jected. On the other hand, if the non-adaptive backoff scheme
is used, significant performance degradation for high priority
flows can be seen due to the lack of sufficient service differ-
entiation. Figures 14(c) and 14(d) show the aggregated net-
work throughput and the total number of collisions in the net-
work. The aggregated throughput decreases as the number of
high priority flows increases. This is because the high prior-
ity flows always supersede the other flows, obtaining a greater
chance of channel access. Since they use a small packet size,
the channel utilization decreases accordingly. Figure 14(d)
shows that as the number of flows increases, the number of
collisions also increases. We observe that most collisions oc-
cur among high priority flows when the traffic load is heavy.
This is because high priority flows have a smaller ��� value,
as well as a smaller 1 value. Hence, their average backoff
time is much smaller than other flows when collisions occur.
In addition, we use static 1 �	� � values in our simulation. The
usage of a more flexible 6 ;c1 �	� � B is envisioned to reduce the
collisions further. In all cases, our adaptive scheme outper-
forms the non-adaptive backoff mechanism.

Figure 15 shows the average latency of high priority flows
when call admission is not enabled. We only show the in-
terval after the fifth flow (which is rejected by our call ad-
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Figure 15: Average latency of High Priority Flows.

mission protocol) started. For comparison, we also show the
results when call admission is enabled. As shown in figure 15,
the average latency of all high priority flows increases signif-
icantly, and is above the 200ms threshold once the fifth flow
is admitted. This indicates that our admission control proto-
col functions correctly to provide ensured quality of service
to existing flows.

To evaluate the additional overhead of call admission, we
integrate our call admission protocol into the AODV routing
protocol [26]. We compare the number of control packets dur-
ing call setup of our protocol and of unmodified AODV rout-
ing protocol. Figure 16 shows the number of control packets
when the number of flows increases. Compared to unmodi-
fied AODV, our routing protocol with call admission included
(noted as AODV-CA) has nearly double the control overhead.
This is due to the NREP transmissions.

In summary, through the usage of multi-hop call admission,
the service quality of existing high priority flows is main-
tained when new flows are requested. At the same time, by
using the adaptive backoff scheme, the aggregated network
throughput is increased so that as many flows as possible are
admitted, while service differentiation is still provided.

In all simulations, we do not introduce node mobility. In a
highly mobile ad hoc network, it is difficult to maintain ser-
vice quality due to broken paths. Further, neighbor nodes
change frequently due to mobility, resulting in inaccurate in-
formation of a node’s neighbors. This will also result in a sig-
nificant increase of control overhead. Evaluation of the per-
formance of our scheme in mobile networks is future work.

6 Optimization and Discussion

Our model provides a statistically “soft” quality assurance,
where the average quality of a class of traffic flows is guaran-
teed. Other schemes, such as [19], aim to provide hard guar-
antees. The techniques in [19] can further be applied to our
approach to provide a more fine-grained quality guarantee.

A recent study [11] on the usage of directional antenna
and multiple channels shows that these advanced techniques
can improve the space division multiple access (SDMA) effi-
ciency. We foresee that by combining these techniques with
multipath routing, we can achieve significant gains on system
performance. Specifically, by utilizing disjoint paths between
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Figure 16: Control Overhead.

the source and destination, data packets can traverse multi-
ple routes, thereby improving the network access efficiency.
On the other hand, the improvement of channel usage is at
the expense of potentially increased packet delivery jitter and
out-of-order of packets. Hence, this may not be directly ap-
plicable to real-time traffic such as VoIP. However, the prob-
lem can be alleviated through the application of techniques,
such as digital fountain [7], that deliver content over multiple
unreliable transport channels to provide support for multime-
dia systems. Another possible improvement for better service
differentiation is to apply TCP Friendly Rate Control (TFRC)
to low priority traffic. Specifically, when the network load in-
creases and the traffic cannot reach its expected data rate, the
feedback mechanism can notify the source node to adjust its
sending rate, so that it can better adapt to the current channel
state.

Our admission control mechanism suffers from security
vulnerabilities. Security is a general problem in study in ad
hoc networks, in that selfish/malicious nodes can send falsi-
fied information about the route, or the current traffic load.
Many security enhancements to current routing protocols are
likely to prove beneficial to our work. Specifically, the AD-
MIX technique [32], which conceals the true destination of
packets from intermediate nodes along the path, is a likely
candidate to force a node to participate or risk dropping pack-
ets destined for itself, thereby facilitating anonymization and
secure communication between nodes.

7 Conclusion

This paper proposes an adaptive priority-based scheduling
mechanism to provide better service differentiation. An an-
alytical model of the mechanism is given, based on which we
derive a delay model to predict average traffic latency given
the current network load. Multi-hop coordination for admis-
sion control, integrated with reactive routing protocols, was
studied. Specifically, during a call setup, each node along
the propagation path estimates delay for the traffic using the
derived delay model and uses this information to make an ad-
mission decision. Analytical and simulation results show that
our approach provides service differentiation and quality of
service support through the adaptive scheduling scheme and
the admission control process. This is beneficial to the de-
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ployment of multi-hop ad hoc networks where a variety of
applications, such as multimedia and VoIP, will be utilized,
and the admission of as many flows as possible is desired as
long as the needed service requirements are still met.
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